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The Lamb wave based, non-contact damage detection techniques are developed using the 

Modified Time Reversal (MTR) method and the model based inverse problem approach. In the 

first part of this work, the Lamb wave-based MTR method along with the non-contacting sensors 

is used for structural damage detection. The use of non-contact measurements for MTR method 

is validated through experimental results and finite element simulations.  A novel technique in 

frequency-time domain is developed to detect linear damages using the MTR method. The 

technique is highly suitable for the detection of damages in large metallic structures, even when 

the damage is superficial, and the severity is low. In this technique, no baseline data are used, 

and all the wave motion measurements are made remotely using a laser vibrometer.  

Additionally, this novel MTR based technique is not affected due to changes in the material 

properties of a structure, environmental conditions, or structural loading conditions. Further, the 

MTR method is improved for two-dimensional damage imaging. The damage imaging technique 

is successfully tested through experimental results and finite element simulations.  

In the second part of this work, an inverse problem approach is developed for the 

detection and estimation of major damage types experienced in adhesive joints. The inverse 
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problem solution is obtained through an optimization algorithm wherein the objective function is 

formulated using the Lamb wave propagation data. The technique is successfully used for the 

detection/estimation of cohesive damages, micro-voids, debonds, and weak bonds. Further, the 

inverse problem solution is separately obtained through a fully connected artificial neural 

network. The neural network is trained using the Lamb wave propagation data generated from a 

Wavelet Spectral Finite Element (WSFE) model which is computationally much faster than a 

conventional finite element model. This inverse problem approach technique requires a single 

point measurement for the inspection of the entire width of the adhesive joint. The proposed 

technique can be used as an automated quality assurance tool during the manufacturing process, 

and as an inspection tool during the operational life of adhesively bonded structures.  
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1 

CHAPTER I 

INTRODUCTION 

1.1 Structural health monitoring 

The Structural Health Monitoring (SHM) evaluates the condition of structures through an 

interrogation process of data processing and interpretation. A general SHM process is comprised 

of four major steps [1]: determination that a damage is present in the structure, determination of 

the geometric location of the damage, qualitative (type) and quantitative (severity) estimation of 

the damage, and the prediction of the remaining operational life of the structure. The SHM 

systems are divided into two major categories as passive and active SHM systems. The passive 

SHM systems utilize the internal sensors (e.g.: fiber Bragg grating, strain gauges) and external 

sensors (e.g.: laser Doppler vibrometer) in order to measure various operational parameters of 

the structure. The measured parameters are then used for the calculation of the remaining life of 

the structure. For instance, strain gauges may be employed to record the stresses in a structure, 

and the cumulative fatigue damage due to the loading history is estimated. The number of 

loading cycles that the structure is able to withstand prior to a failure is then estimated.  

Contrastingly, the active SHM systems directly examine the structures for detection and 

estimation of possible damages. The structural health condition of the structure is then 

determined from the damage information obtained from the active SHM systems. The current 

practice of scheduled-based maintenance systems results unnecessary downtimes, early structural 

retirements, and sometimes, the catastrophic failures without early warnings [2]. On the other 
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hand, the SHM systems offer a tremendous benefit in terms of life-cycle costs by detecting 

damages earlier and allowing a much more efficient maintenance schedule (condition-based 

maintenance). Therefore, SHM systems which are capable of detecting the structural damages, 

estimating the location and the severity of defects, are critically important for the cost-effective, 

continued safe operation of structures.    

A number of structural interrogation techniques are being practiced in industry which 

include; the ultrasonic bulk wave methods, the magnet field methods, radiographs, the eddy-

current methods, and the thermal field methods. A common disadvantage of aforementioned 

technique is that the vicinity of the damage is known a priori [3] and the damage vicinity should 

ready be accessible.  Hence, these techniques are considerably expensive or/and time consuming.  

On the other hand, the wave propagation and vibration characteristics-based interrogation 

techniques do not require a prior knowledge about the possible structural damages. The vibration 

characteristics such as the natural frequencies, the mode shapes, and the modal damping are 

profoundly governed by the physical properties of the structure (stiffness, mass distribution, and 

damping ratio). The changes of the vibration characteristics indicate the changes of the physical 

parameters. Therefore, the physical parameter variations are predicted from the variations of the 

vibration characteristics of structures. Given the fact that the vibration is a global phenomenon, 

the vibration based structural interrogation techniques generally reveal only the global-scale 

damages. On the other hand, both local-scale and global-scale structural damages influence the 

wave propagation along a wave guide (structure). The local damages may reflect and scatter the 

waves, and the global damages alter the wave propagation speed. Therefore, the wave 

propagation-based interrogation techniques are capable of detecting both local and global 
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damages. Particularly, the ultrasonic guided waves gained much attention due to their long-range 

wave propagation with minimum attenuation.  

1.2 Structural health monitoring using Lamb waves 

1.2.1 Fundamentals of Lamb waves  

The waves are the local disturbances that propagate in space as functions of time. Several 

wave types occur in an elastic medium, which include: the pressure waves, the shear waves, the 

flexural waves, the Rayleigh waves, and the Lamb waves. The shear waves are divided in to two 

categories: The Shear Vertical (SV) and the Shear Horizontal (or Love waves, discovered by 

Love in 1911). The Rayleigh and the Lamb waves are categorized under the Guided Waves 

(GW) which are guided by the traction free surfaces. Particularly, the Lamb waves, discovered 

by Horance Lamb in 1917, exist in elastic bodies which consist of two parallel free surfaces, (e.g. 

upper and lower surfaces of a plate). The Lamb waves are polarized, and the through thickness 

particle motion is elliptical with respect to the mid plane of the free surfaces. The Lamb exists in 

two distinct types depending upon the nature of the through- thickness particle motion; which are 

the Symmetric (S), and the Antisymmetric (A) waves.  Each Lamb wave type has a number of 

unique wave modes. The symmetric wave modes designated with S0, S1, S2…, whilst the 

Antisymmetric wave modes are designated with A0, A1, A2 …. S0 and A0 are called the 

fundamental Lamb wave modes. As the wave mode number increases the through thickness 

particle motion tends to be more complex.  
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At lower frequencies, the A0 wave mode resembles the basic flexural wave of which the 

particle motion is purely transverse and perpendicular to the wave propagation direction. The S0 

wave mode resembles the axial wave of which the particle motion is parallel to the wave 

propagation direction. The Lamb wave propagation is best described in terms of the dispersion 

relations given by the Rayleigh-Lamb equation. A complete derivation of Rayleigh – Lamb wave 

equation from 3D unbounded wave equation is presented in [4]. The Rayleigh-Lamb equation for 

antisymmetric and symmetric waves are given by Eq. (1.1) and Eq. (1.2), respectively.  

tan 𝑝𝑑

tan 𝑞𝑑
= − 

(𝜉2 − 𝑞2)2

4𝜉2𝑝𝑞
 

(1.1) 

tan 𝑝𝑑

tan 𝑞𝑑
= − 

4𝜉2𝑝𝑞

(𝜉2 − 𝑞2)2
 

(2.2) 

𝑝 =
𝜔2

𝐶𝑝
− 𝜉2, 𝑞 =

𝜔2

𝐶𝑠
− 𝜉2  

𝐶𝑝 =  
𝜇

𝜌
 , 𝐶𝑠 =

𝜆+2𝜇

𝜌
  

Where, µ, λ, and ρ are the Lamé constants and the density of the wave guide. d is the half 

thickness of the plate, and ω is the angular frequency. The dispersion relations are obtained from 

the numerical solution of Eq. (1.1) and Eq. (1.2).  Figure 1.1 presents the dispersion relations of 

an Aluminum wave guide (plate). 

 
 

Figure 1.1 Dispersion curve for aluminum plate (a) group velocity (b) phase 
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As illustrated in the figure, for each wave mode, the group velocity varies with the 

frequency-thickness product. Additionally, at least two wave modes co-exist for any given 

frequency.  

The S0 wave mode exhibit an approximately flat dispersion curve at low frequency-

thickness values. Therefore, the S0 wave mode is non-dispersive at low frequency-thickness 

values. Many SHM techniques employ S0 wave modes for damage detections due to its non-

dispersive nature at low frequencies. However, we used the A0 wave mode (that is dispersive) 

because of its superiority sensitive for superficial damages compared to that of the S0 wave 

mode. 

1.2.2 Selection of suitable Lamb wave 

The selection of a particular Lamb wave mode for a structural interrogation based on (1) 

dispersion, (2) attenuation, (3) sensitivity, (4) excitability, and (5) detectability [5] [6] 

characteristics of that particular Lamb wave mode. The dispersive nature of the Lamb waves 

distorts the overall shape of the wave as it propagates along a wave guide. The dispersion 

decreases the wave amplitude and consequently limits the wave propagation distance (useful). 

Further, the dispersion increases the time length of the wave and hence reduces the spatial 

resolution of damage detection.  

The narrow bandwidth wave packets are widely used in order to minimize the wave 

dispersion. Generally, the bandwidth of a wave shrinks as the number of cycles increases, 

resulting a diminution of dispersion. On the other hand, having a large number of cycles widens 

the time-length of the wave, which decreases the spatial resolution of damage detection. 

Therefore, the selection of number of cycles should be a compromising between the signal’s 

bandwidth and time length [5]. The attenuation of the Lamb waves is the reduction of wave 
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amplitude with the distance it propagates. The Lamb waves exhibit considerably low 

attenuations compared to other wave types [4]. The Lamb wave are subjected to damping as it 

propagates through elastic mediums due to five main mechanisms: signal spreading due to 

dispersion, signal spreading due to beam divergence, material damping, scattering due to 

structural features and boundaries, and leakage in to surrounding media. Certain Lamb wave 

modes show higher attenuation compared to that of the other Lamb wave modes [5]. Therefore, a 

pre-inspection test is conducted to identify the best Lamb wave modes which have the lowest 

attenuations for the given structural configuration. The sensitivity of the Lamb wave modes to 

different damage types is crucial in the selection of a particular Lamb wave mode for damage 

detection. The through thickness Strain Energy Distribution (SED) of the Lamb wave modes 

determines the reflection and the transmission of Lamb wave through structural damages. For an 

example, the S0 waves at low frequencies (approximates to axial waves) have fairy constant SED 

through the thickness. Therefore, the S0 wave mode is more suitable for the through-thickness 

damage detection (e.g. a transverse crack). On the other hand, SED of the A0 wave mode is 

concentrated at the free surfaces. Hence, A0 wave mode is more suitable for the detection of 

surface defects (e.g. corrosion, surface cracks).  

1.2.3 Actuation and sensing of Lamb waves 

The ultrasonic transducers coupled with angle-adjustable Perspex wedges is one of the 

most popular and widely used technique, which generate straight crest Lamb waves.  The same 

arrangement is employed to sense/capture the propagating Lamb waves. However, given the size 

and the complexity of the arrangement, the system under interrogation needs to be offline. The 

Laser-Based Ultrasonics (LBU) have also been commonly used for the excitation of the Lamb 

waves in thin structures. Here, a direct contact with the structure is not required, and therefore, 
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this technique is more applicable for the structures with constricted accessibility. The Laser 

Dopplar Vibrometer (LDV) is widely used for the Lamb wave sensing. Similar to the LBU, the 

LDV offer non-contact sensing which is highly desirable for structures with less accessibility. 

Additionally, Electro Magnetic Acoustic Transducers (EMATs) are also utilized for the non-

contact wave generations and measurements. Compared to the conventional sensing techniques, 

the LDV offers a significantly high spatial resolution, and is highly desirable in grid type 

inspection. Further, the LDVs yield a very high precision even for the wave measurements taken 

on curved surfaces or on complex structural features. Due its non-contact nature, the structure 

under interrogation does not necessarily need to be offline during the interrogation. All of the 

experimental works presented in this dissertation are conducted using LDV.  Piezoelectric lead 

Zirconate Titanate (PZT) is the most commonly used transducer type for the Lamb wave 

generation and acquisition. Given its miniature nature, the PZTs are ideal to be permanently 

mounted to the host structure.  

1.2.4 Signal processing for damage detection  

The Lamb wave excitation and consequential signal acquisition are followed by a well-

tailored signal processing method for an accurate interpretation of the captured wave signal. The 

interpretation of the captured signal may include the information about the presence of a damage, 

the damage severity, and the damage location. Many unique and diverse signal processing 

techniques have been reported in literature. However, the common signal processing techniques 

can be divided in to three major categories as time domain analysis, frequency domain analysis, 

and time frequency analysis. The time domain signal processing is the basic form of the signal 

processing. However, prior to any type of analysis, the captured wave signal may be fed through 

specific filers in order to cut-off any undesirable frequencies. Generally, the residual signal 
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(error) which is the difference between the captured wave motion and the baseline (described in 

preceding chapter) is calculated. The damage details are then determined from the residual 

signal. However, the time domain analyses inherit many drawbacks including the fact that the 

damage detection resolution from the residual error decreases as the distance between the 

damage and the sensor increases. Additionally, time domain analyses are incapable of revealing 

the constituents of mixed signals. The time reversing method, which is discussed in a later 

section, has been limited to the time domain analysis. However, in this work, the time reversed 

signal is analyzed in frequency and frequency-time domain to extract more damage details. 

Frequency domain analyses involve the transformation of the captured wave motion data into the 

frequency domain by following an appropriate conversion method. The most popular and 

computationally efficient conversion method is the Fast Fourier Transformation (FFT).  The 

frequency analyses reveal the hidden/dormant signals composed within the captured signals. 

These types of analyses are particularly suitable for the detection of the presence of non-linear 

damages where multipliers of the original wave frequency are observable. Depending upon the 

nature of the captured wave motion, the transformation may be extended to more than one 

dimension. For an example, in case where the spatially acquired wave signals (in time domain) 

are available, the transformation may be extended to two-dimensional Fourier transformation. 

The transformation results a three-dimensional complex matrix of which each value represents 

the spectral energy distribution in frequency- wave number domain. These analyses transform 

the entire wave signal into the frequency/wave-number domain. Therefore, localized (in time) 

frequency variations cannot separately be identified. The time-frequency analysis is the short-

time version of the frequency analysis and is capable of exploring the instantaneous frequency 
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distribution of wave signals. In time-frequency analysis, the wave signal (time signal) is broken 

down into pieces, and each piece is then transformed into the frequency domain.   
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CHAPTER II 

MODIFIED TIME REVERSAL METHOD 

2.1 Introduction 

Most of the Lamb wave propagation based SHM systems compare the current wave 

propagation data with the baseline wave propagation data in order to determine the location, size, 

and the severity of possible damages. The baseline is the wave propagation data recorded in the 

structure in its pristine condition. However, the environmental conditions influence the Lamb 

wave propagation [7]. Generally, the structures operate under different environmental conditions. 

Therefore, recording of baseline data for every possible environmental condition is practically 

very difficult. The baseline-free SHM methods are therefore highly desirable [8] [9] [10].  

The Time Reversal (TR) method is a widely used baseline-free damage detection 

technique, which requires no prior knowledge of the structure. In 1992, Fink [11] [12] introduced 

the TR method for the ultrasonic acoustic waves propagating in a lossless medium, in which the 

time reversal was utilized to refocus a pressure field emitted by a source, back to the original 

source location. Subsequently, the TR method has been implemented in a wide range of 

disciplines including the active sonar, medical imaging, and nondestructive testing [13] [14]. Ing 

et al. [15] [16] showed that the TR method is also applicable for the Lamb waves regardless of 

their dispersive nature and demonstrated the use of the TR method for flaw detection. The 

structural transfer function for a two dimensional plate with a finite size actuator was formulated 

using Mindlin plate theory [17], and thereby the time reversal operator was derived [18]. Wang 
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et al. [18] utilized the TR method for damage imaging and showed that TR method does not 

effectively work for the broad-band signals due to the frequency-dependency of the time reversal 

operator (which was later experimentally demonstrated using the TR of a broad-band Gaussian 

pulse [19]). The Lamb waves are multi-modal in nature, and the existence of more than one wave 

mode complicates the TR process [20]. The appearance of multiple wave packets in the 

reconstructed waveform was shown theoretically [21] and experimentally [14]. Moreover, the 

structural boundaries hinder the use of the TR method considerably, and additional wave packets 

appear on the reconstructed waveform due to the reflections [14] and the mode conversions at 

the structural boundaries. 

Park et al. [22] utilized the TR method for damage detection in composite plates in which 

a narrow-band, Morlet waveform was utilized in order to overcome the frequency-dependency of 

the TR operator. Xu et al. [21] experimentally demonstrated that as the number of cycles of a 

Hanning-windowed tone burst increases, the similarity index (indicating the ability of time 

reconstruction) increases considerably regardless of the number of wave modes present. Xu et al. 

[21] utilized the mode tuning process to minimize the multi-modal effects. The dominant 

frequency bandwidth of each wave mode, which depends on the actuator dimensions, were 

determined from the wave response. The TR process was then performed only within a 

prescribed frequency range in which a single wave mode is prevailing.  

In the TR methods, Damage Indices (DI) are defined based on the time domain 

comparison between the excitation waveform and the reconstructed waveform. The DIs are used 

for the prediction of the presence of a damage, damage location, and its severity [20]. The DIs 

are better for the non-linear damages of which the transfer function is non-linear. Therefore, the 

DIs obtained from TR method cannot readily be used for the detection of linear structural 
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damages (e.g. holes) which do not introduce nonlinearity to the system. Gangadharan et al. [19] 

experimentally demonstrated that the TR DIs do not exhibit a noticeable correlation with the 

damage size (for a notch type damage). In contrast, the structural damages which introduce 

significant nonlinearity to the system, such as an impact damage on a composite panel, 

profoundly correlate with the DI values [23].  

The size or the shape of the actuator do not influence the TR process [14], and therefore, 

the Lamb waves generated by a damaged (e.g. cracked) actuator can be fully reconstructed [24]. 

However, a debond between an actuator and the host structure behaves like a nonlinear damage 

and distorts the TR process. The debond creates a kissing bond between the actuator and the host 

structure and produces the harmonics of the excitation frequency. Lee et al. [24] utilized this 

characteristic for the identification of debonds of an actuator. Further, the temperature effects 

have been shown to be considerably small on reconstruction process [24]. The TR method has 

also been used for the inspection of complex structures such as the stiffened composite panels 

[25] and the structural joints [25] [26] [27] [28]. Cai et al. [29] introduced the Virtual Time 

Reversal (VTR) method. Unlike the conventional TR method which requires dual excitation and 

reception, the VTR requires only a single excitation at the actuator and a single reception at the 

sensor which significantly reduces the instrumentation requirements. Lui et al. [30] utilized VTR 

along with air-coupled actuators and sensors for damage imaging of a composite plate.  

Watkins and Jha [23] introduced a Modified Time Reversal (MTR) method that requires 

a single actuator and a single sensor, for each signal path. The signal path is defined as the 

shortest line between the sensor and the actuator. Unlike the conventional TR method, the MTR 

method does not require the sensors to work as actuators. Therefore, the MTR method improves 

the practical applicability of the TR concept by significantly reducing the hardware associated 
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with actuation (signal generator, waveform amplifiers, wirings, etc.), and hence, reduces the cost 

of inspection. Additionally, the MTR allows the use of non-contact sensing techniques such as a 

Laser Doppler Vibrometer (LDV). Use of non-contact sensing enables long-range remote 

sensing, flexibility in measurements, and higher spatial resolution. Therefore, SHM of large 

structures, such as wind turbines, storage tanks, and etc. can be performed remotely, safely and 

efficiently through the MTR method. For example, Polytech RSV-150 remote sensing LDV is 

capable of measuring vibration/wave motions from up to 300m distance [31] which is ideal for 

the inspection of large structures. Additionally, complex structural features (curved surfaces) can 

be inspected very efficiently using non-contact measuring techniques.   

This chapter consists of three main sections. In the first section, we introduce the MTR 

method using non-contacting sensing (laser vibrometer). A detailed analysis of MTR using laser 

vibrometer measurements is conducted in this section.  The purpose this section is to provide the 

reader with the necessary theoretical background of MTR using non-contact measuring 

technique. The second part of this chapter focuses on the complexities in the MTR method 

arising from multi-modal Lamb wave characteristics and structural boundary reflections. 

Although some qualitative results covering these aspects for the conventional TR method are 

available in the published literature, quantitative investigations covering the MTR method have 

not been reported. The purpose of this section is to highlight the complexities arising from 

various factors and provide the means to quantify and minimize them.  

Damage indices are used to determine the severity of damages by comparing the 

excitation and reconstructed signal in the time domain. The conventional TR method along with 

the damage index calculations is incapable to detect the damages which replicate certain 

structural features (e.g., a hole). Gangadharan et al. [19] experimentally showed that a notch type 
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damage in a metallic structure does not break of time reversibility of Lamb waves. Additionally, 

the reconstructed signals obtained from the conventional TR failed to exhibit notable changes as 

the size of the damage varied. In contrast, the DI values show good correlation with the non-

linear structural damages such as an impact damage on a composite panel [23]. This is a major 

disadvantage of the conventional TR method. In the third section, we introduce a novel technique 

to overcome this limitation. Therefore, we expand MTR capabilities for generic damage 

detection (linear and non-linear damages). 

2.2 Modified time reversal method  

Watkins and Jha [23] introduced the MTR method which requires a single actuator and a 

single sensor, for a given signal path. The conventional TR method and the MTR method were 

compared, and a minimum of 89.2% of similarity between the reconstructed waveforms using 

the two methods were observed [23]. Moreover, a theoretical analysis performed in the 

frequency domain proved that the excitation signal is fully reconstructed by the MTR method. 

To implement the MTR method for damage detection, the actuator and the sensor should be 

arranged in pitch-catch configuration. The process is composed of six steps as given below [23] 

[2] and the modified steps are shown in bold letters.  

1. A narrow-banded wave is excited at an actuator at the location A. This step initiates the 

“first-sensing cycle.” 

2. A sensor at the location B records the resulting wave motion. This step completes the 

“first-sensing cycle.” 

3. The recorded signal is then time reversed (i.e. )t(v)t(v BB −→ ). 

4. The time-reversed signal is excited at A and response is recorded at B. This step 

initiates the “second-sensing cycle.” In contrast in conventional TR method, the time-
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reversed is excited at B. Therefore, in conventional TR method each transducer should 

work as sensor as well as an actuator.  

5. The recorded signal at B is then time reversed. The resulting signal is called 

“reconstructed waveform.” This step concludes the “second-sensing cycle.” In 

conventional TR method, the signal is captured at A. 

6. Finally, the reconstructed signal and the excitation signal are used for DI calculation 

(signals are normalized using their peak amplitudes.)   

The steps involved in the MTR method is illustrated in Figure 2.1. 

 

Figure 2.1 Steps involved in the MTR method 
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2.3 MTR method using laser doppler vibrometer as sensor  

The concept of the time reversal of the Lamb waves has been developed and evolved by 

using the permanently bonded piezoelectric transducers and/or air coupled actuators/sensors [15] 

[30]. Similarly, the MTR method has also been developed by utilizing the permanently bonded 

piezoelectric transducers [23]. When piezoelectric transducers are being employed as sensors, 

the output signal is generated proportional to the average strain in the bonded area [32]. In 

contrast, the LDV measures the displacement, velocity, or the acceleration at a single point. The 

use of LDVs as sensor offers a higher spatial resolution, provides flexibility due to non-contact 

nature of measurements, and adds remote sensing capabilities. The use of LDVs for the MTR 

method involves the same steps given in above section .The transverse velocity is measured at 

point B (instead of strains) in steps 2 and 5. A frequency domain analysis of the MTR method 

using the transverse velocity as the type of measurement is given below.  

Eq. (2.1) formulates the response ( )AI  at location A due to the voltage signal ( )AV  

supplied to the piezoelectric actuator. In Eq. (1), ( )PZTK  is the transfer function of the 

piezoelectric actuator. ( )PZTK  is generally considered to be frequency-invariant, however, it 

tends to be frequency-dependent at the higher frequencies due to the inertia effects [14]. The 

response at B, ( )BI  due to ( )AI  is given by Eq (2), where ( )VelG  is the structural transfer 

function. Note that the structural transfer function, ( )VelG  is analogous to, but not equivalent to, 

the structural transfer function derived for strain measurements in ref. [17]. As shown below, the 

structural transfer function ( )VelG  is not only frequency dependent, but also measurement-type 

dependent.  
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( ) ( ) ( ) APZTA VKI =  

( ) ( ) ( ) ( ) ( ) ( ) AVelPZTAVelB VGKIGI ==  

(2.1) 

(2.2) 

The reading of LDV measured at point B, ( )velBV −  is given in Eq. (2.2). ( )LDVK  is the 

transfer function of LDV, and if scaling is not performed, the value of ( )LDVK  equals unity.  

( ) ( ) ( ) ( ) ( ) ( ) ( ) AVelPZTLDVBLDVvelB VGKKIKV ==−
 (2.3) 

The recorded signal is time-reversed ( )t(v)t(v velBvelB −→ −− ), and the time-reversed 

signal in frequency domain is indicated by ( )*

velB
V

−
. Here, ( )*

velB
V

−
 is the complex conjugate of 

( )
velB

V
−

. The time-reversed signal is supplied to the actuator, and the resulting response at A, 

( )AÎ  is given by Eq. (2.4). The response at B, ( )BÎ  due to ( )AÎ  is given by Eq. (2.5) and 

LDV reading is given by (2.6). 

( ) ( ) ( ) *

PZTA velB
VKÎ

−
=  

( ) ( ) ( ) AVelB ÎGÎ =  

( ) ( ) ( ) ( ) ( ) ( ) ( ) *

VelBVelPZTLDVBLDVVelB VGKKÎKV̂ −− ==  

(2.4) 

(2.5) 

(2.6) 

Finally, the recorded signal is time-reversed to obtain the reconstructed signal ( )RV  as 

given by Eq. (2.7). 

( ) ( ) ( ) ( ) ( ) ( ) A

2

LDV

2

PZT

*

BR VKKV̂V ==  (2.7) 

( ) ( ) ( ) *

PZTPZT

2

PZT KKK = ,    ( ) ( ) ( ) *

LDVLDV

2

LDV KKK =   and    

( ) ( ) ( ) ( )
*

VelVel

2

Vel GGG ==  

Note that ( )2

PZTK  and ( )2

LDVK  are frequency invariant, especially in low 

frequencies. However, the time reversal operator ( )  is frequency dependent. However, ( )  
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is assumed to be a constant over the narrow frequency bandwidths (<10 kHz). If a narrow-band 

signal is employed, the reconstructed waveform, ( )RV  has an identical shape (envelop) to the 

excitation signal ( )AV . Finally, the reconstructed time signal )t(vR
 is given by Eq. (2.8). 

( ) ( ) ( ) ( ) ( )dtVKKtv A

2

LDV

2

PZTR 


−

=   
(2.8) 

Though ( )RV  and ( )AV  have identical spectral energy distribution envelops, the 

reconstructed time signal ( )tvR
 is not equal to the excitation signal ( )tvA

. The main wave packet 

which contains the most of energy of the reconstructed wave [14], is equal to ( )tvA
, after scaling.  

2.3.1 Frequency dependency of the structural transfer function 

The frequency-dependency of the structural transfer function for strain measurements has 

been discussed by several researchers [14] [21]. When employing a narrow-band excitation, this 

frequency-dependency can be neglected. In this section, we analyze the frequency dependency of 

the structural transfer function for transverse velocity measurements. To demonstrate the 

frequency-independence of the structural transfer function for transverse velocity measurements, 

experimental measurements and Finite Element (FE) simulations are performed.  For both 

experiment and FE simulation, a 3.5 cycle, 70 kHz tone burst voltage signal was supplied to a 

piezoelectric actuator permanently bonded on a 1.2 mm thick aluminum plate. The material 

properties of the piezoelectric actuator and the aluminum plate are given in Table 2.1. The 

experimentally reconstructed signal using the transverse velocity is shown in Figure 2.2 (a) and 

the spectral energy of the velocity signal captured during the first sensing cycle is shown in 

Figure 2.2 (b). The spectral energy distribution of transverse velocity is almost identical to the 

excitation signal (voltage input to piezoelectric transducer), implying that the structural transfer 

function is linear within the signal bandwidth. Therefore, for narrow band signals, the structural 
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transfer function for transverse velocity measurements can be considered to be frequency-

invariant, and consequently, does not distort reconstruction of the excitation signal. However, the 

transverse acceleration energy spectrum shows differences with excitation spectrum, which is 

explained in the next section.  

 

 

Figure 2.2 (a) Time reversed signal using transverse velocity as the measurement. The 

excitation signal is 3.5 cycle, 70kHz tone burst. (b) spectral energy of 

transverse velocity, transverse acceleration and excitation voltage 
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2.3.2 Measurement dependency of the structural transfer function 

The use of LDV as sensor permits the acquisition of displacement, velocity and 

acceleration at any point on a structure. These quantities are related to each other; however, it is 

crucial to identify the most suitable measurement for the MTR method. In the previous section, it 

was shown that the transverse velocity has a nearly linear transfer function. Let us now consider 

the structural transfer functions for the transverse acceleration and transverse displacement. Eq. 

(2.3) is re-written for acceleration measurements, ( )aclBV −   as 

( ) ( ) ( ) ( ) ( ) AAclPZTLDVaclB VGKKV =−
 (2.9) 

Where ( )AclG  is the structural transfer function for transverse acceleration 

measurements.  The time derivative of velocity data measured by LDV ( )t(v velB− ), equals 

acceleration measurements (
aclBv −

) given in Eq. (2.10) and (2.11).  

)t(v
dt

)t(dv
aclB

velB
−

− =  
(2.10) 

 

( ) dte
dt

)t(dv
dte)t(vV

tivelBti

aclBaclB

 


−

−


−
−− ==  

(2.11) 

 

The term ( )aclBV −  is rewritten as Eq. (2.12), wherein the first term on the right-hand 

side vanishes.  

( )   ( ) 
velB

ti

velBaclB Vie)t(vV −

+

−−− +=  (2.12) 

Therefore, the relation between the structural transfer function for velocity ( )VelG  and 

the structural transfer function for the acceleration measurements ( )AclG  is given by Eq. (2.13) 

and Eq. (2.14).  
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( ) ( ) VelAcl GiG =  

( ) ( ) VelAcl GG =  

(2.13) 

(2.14) 

( )VelG  was previously shown to be a constant over narrow frequency bandwidths. Eq. 

(13) and (14) clearly show the frequency dependency of ( )AclG , and this is illustrated in Figure 

2.2 (b). Consequently, the central frequency is shifted to the right. The relationship between the 

structural transfer function for displacement measurements ( )DspG  and ( )VelG  is given in Eq. 

(2.15) and Eq. (2.16).  

( ) ( )


 VelDsp G
i

G
−

=  

( ) ( )


 VelDsp G
1

G =  

(2.15) 

(2.16) 

In Eq. (2.15) and (2.16), the higher frequencies are damped more than the lower 

frequencies, and the central frequency moves to the left. Therefore, given the considerable 

linearity of its transfer function, the transverse velocity is the most suitable measurement type for 

MTR method.  

2.3.3 Damage index  

The DIs are used to determine the presence, location, and severity of damages by 

comparing the excitation signal and the reconstructed signal in time domain. Generally, 

amplitude normalization is performed for both signals prior to DI computation. When multiple 

modes and boundary effects are present (that is more than one wave packet is visible in the 

reconstructed signal), the main wave packet is used for DI computation [14]. Here, two methods 

to calculate DIs are used as in our works [23] [2]. Both damage indices focus on shift in 
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frequency and change in the overall shape of the reconstructed signal with respect to the 

excitation signal. The DIs are defined by Eq. (2.17) and (2.18).  










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
−=

2
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1
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t

2

A

2
t

t

RAsp dt)t(vdt)t(vdt)t(v)t(v1DI  

(2.17) 

    −=
N

2

A

2

N

AR2L )t(v)t(v)t(vDI  
(2.18) 

)t(vA
is the excitation signal and )t(vR

is the reconstructed signal. The terms t1 and t2 

indicate the time interval between which the signals are compared. Based on this definition, spDI

=0 indicates identical signals whereas spDI =1 represents very dissimilar signals. Higher DI 

values indicate the presence of damages and the DI values increase with the damage severity 

since the large damage introduces large non-linearity resulting a reconstructed waveform much 

dissimilar to the excitation signal. Similarly, 
2LDI =0 indicates identical signals whereas 

2LDI

=1 represents very dissimilar signals. However, the multi-modal and boundary effects complicate 

the DI calculation, often leading to produce inaccurate results. Minimizing the multi-modal and 

boundary effects are discussed in following sections. 

2.4 Modified time reversal method for damage detection 

This section presents the experimental works conducted to determine the location of 

delamination of a composite fan blade using MTR method along with the transverse velocity as 

measurement. According to authors’ knowledge, this is the first time that MTR method is used 

along with the LDV [2].  
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2.4.1 Experimental setup 

The experimental set-up comprises a commercial engine fan blade (approximately 1250 x 

600 x 17 mm) with two surfaces bonded PTZ disc transduces. The fan blade initially had a 

delamination and the delamination is visible from topside of the fan blade as shown in Figure 

2.3. The depth of the delamination from the top of the fan blade is determined using a 0.038mm 

feeler gauge. Two PTZs are permanently bonded to the fan blade using epoxy adhesive. The 

transducers have dimensions of 12mm diameter and 0.5mm thickness. The excitation wave is 

generated by Agilent 33220A function/arbitrary waveform generator (10Vpp) and consequently 

amplified by A.A Lab Systems’ A303 high voltage amplifier and modulator (up to 200Vpp).  A 

LDV (Polytec OFV – 5000 with OFV – 500 laser head) is used to acquire the wave motion at 

equidistance points (10 mm apart) (Figure 2.4). The sampling frequency of the LDV is set to 

2560 kHz and a low-pass frequency filter (200 kHz) is employed in reduces the high frequency 

noises. For each sensing location, the signals are recorded fifty times and then averaged. The 

experimental set up is shown in Figure 2.5. 

 

Figure 2.3 Delamination on the fan blade 
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Figure 2.4 Fan blade 

 

 

Figure 2.5 Experimental set up 

2.4.2 Mode tuning 

Due to the relative high thickness of the fan blade, the Lamb wave amplitude (transverse 

velocity) are considerably low which led to a decreased signal to noise ratio. Therefore, the 

system (fan blade with the piezoelectric transducers) is mode-tuned in order to obtain a better 

wave amplitude. It is shown that, at low frequencies, the amplitude of the asymmetric Lamb 
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waves is considerably higher compared to that of the symmetric waves. The amplitude of the 

asymmetric Lamb waves increases with the excitation frequency up to a certain frequency level.  

At higher excitation frequencies, the amplitude of the asymmetric waves tends to decrease, while 

amplitude of the symmetric waves increases [3]. Signal to noise ratio is a crucial factor which 

affect the time reversibility; therefore, it is very important to use an optimum frequency which 

produces the highest amplitude. The transducer A (Figure 2.5) is excited with different excitation 

frequencies and the resulting wave motion at the point 6 is recorded. The maximum wave 

amplitude is then plotted against the excitation frequency. Figure 2.6 shows the results of the 

mode tuning process. The Lamb wave inherits the multimodal and dispersive characteristics. 

Therefore, time reversibility of high frequency excitation can be extremely difficult since 

multiple modes become evident as the excitation frequency increases. Thus, the peak with the 

lowest frequency is selected as the optimum frequency.   

 

Figure 2.6 Mode tuning results 

2.4.3 Delamination detection  

Figure 2.7 shows the transducer locations, the measurement points and the signal paths. 

Six equidistance sensing points are marked on the fan blade (10 mm apart). A 55 kHz, 5.5 tone 
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burst signal is excited with transducer A and the response is recorded at point 1. The recorded 

signal is time- reversed and re-emitted from transducer A, and the response for the time reversed 

signal is captured at point 1. This procedure is repeated for the rest of points from point 2 

through point 6.  Then, while transducer A is not supplied, 55 kHz, 5.5 tone burst signal is 

excited with transducer B, and the resulting wave motion is recorded at point 1. The recorded 

signal is time-reversed and re-emitted from transducer B, and the response of the time reversed 

signal is captured at point 1. This procedure is continued for the rest of the points from point 2 to 

point 6.   

 

Figure 2.7 Measuring points 

Detectable delaminated area 
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point 

Signal paths 

Transducer B Transducer A 
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Figure 2.8 Reconstructed signal at point 1 using transducer A 

 

The damage levels at the six points are examined along twelve district signal paths. 

Figure 2.8 shows the reconstructed signal (normalized with respect to the highest amplitude) at 

point 1 using transducer A. The reconstructed signal consists of several wave packets due to the 

multi-model nature of the lamb wave and the boundary reflections. The main wave packet which 

represents the A0 wave mode [3] is compared with the original excitation signal. The results 

obtained by exciting transducer A (Figure 2.9) shows relatively high DI values for the points 

located within the delaminated area as shown in Figure 2.9 (a) (Note that obtained DI values are 

normalized by the DI values calculated for point 1).  It is also observable that the DI values show 

a slight reduction near the top of the fan blade. Figure 2.10 shows the DI values obtain by 

exciting transducer B (Note that obtained DI values were normalized with respect to the DI 

values calculated at point 1).  The obtained DIs represent the level of flaws on the signal path 

and even the DI value measured on a healthy signal path may be nonzero [33].  If a same point is 

observed by two different transducers, the signal paths employed shall necessarily be distinct and 

therefore the DI values on a single point measured along two different signal paths can 

considerably be different depending on the flaws present on each signal path.  
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Figure 2.9 Damage indices obtained for transducer A: (a) DI plot, (b) DI value with 

respect to the measuring location 
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Figure 2.10 Damage indices obtained for Transducer B: (a) DI plot, (b) DI value with 

respect to the measuring location 

 

Above experimental results show the correlation of the DI values with the damage 

location. However, a strong correlation is not observed, and the DI values fluctuate considerably 

within the damaged area. This is mainly due to the complexities arising from the multiple wave 

modes and the boundary reflections. These complexities hinder the effective realization of MTR 

process and therefore should be treated or/and quantified.  
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2.5 Complexities in MTR method 

2.5.1 Multi-modal effects on MTR method 

The influence of the multiple wave modes on the conventional TR method have been 

investigated in several researches [14] [21] [32]. In this section, we analyze the influence of the 

multiple wave modes on the MTR method. Let us consider a Lamb wave which contains only the 

fundamental asymmetric and symmetric modes (A0 and S0). If an excitation voltage, )t(vA
, is 

supplied to the piezoelectric actuator A, two wave packets (A0 and S0) are created, and the wave 

packets arrive the sensing point B at different time instances due to differences in their velocities. 

In the MTR method, the transverse velocity of the wave at point B is recorded by LDV, time-

reversed, and supplied to the actuator A as voltage signal. Thus, the excitation voltage has two 

peaks, one corresponds to A0 wave packet and the other corresponds to S0 wave packet. 

Consequently, the piezoelectric actuator is effectively excited twice creating four wave packets 

(two wave packets for each voltage peak). Therefore, four wave packets appear in the final 

(reconstructed) signal.  

Park et al. [14] derived an equation for reconstructed waveform of TR process )t(vR
, 

which is given by Eq. (2.19). Here, 
qp AA

Rv  implies the reconstructed signal of pth antisymmetric 

(A) wave packet recorded during the second sensing cycle, which is created because of qth A 

wave packet recorded during the first sensing cycle. Similarly,  
mp SA

Rv  implies the reconstructed 

signal of pth A0 wave packet (recorded during the second sensing cycle) created because of mth 

symmetric (S) wave packet recorded during the first sensing cycle. The terms )t(v qp SS

R  and 

)t(v pq AS

R also follow the same notation. The terms nA and nS are the highest order of A and S 

modes present in the narrow band frequency under consideration.  
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Following Eq. (2.19), the time reversal operator ( )  for MTR is written as Eq. (2.20). 

However, unlike ref [14], now for MTR, the structural transfer function for transverse velocity 

for distinct wave modes are not identical. Here,
PAg represents the structural transfer function for 

pth  A mode and the superscript ‘*’ indicates the complex conjugate. Rest of the terms in Eq. 

(2.20) follow the same notation.  

( ) ( ) ( ) 
= =

+++==
A s

qpqPqpqP

n

1p

n

1q

*

AS

*

SA

*

SS

*

AA

*
ggggggggGG   (2.20) 

Following ref [21], the structural transfer functions can be written as function of 

frequency dependent amplitude and the natural response of the structure, given by Eq. (2.21). 

Here, Ap and Sm give the amplitude of pth A wave mode and mth S wave mode, respectively. The 

term 
AP

 indicates the wavenumber of pth A wave mode, and the rest of terms follow the same 

notation. Finally, the time reversal operator can then be written as Eq. (2.22).  
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(2.22) 

The reconstructed waveform is given in Eq. (2.23).  
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 Equation (2.23) produces ( )( ) 2

SA 2n2n ++  number of wave packets. As shown later, 

all the pp A/A  and mm S/S  wave packets have identical time locations on the reconstructed 

waveform and the rest of the wave packets are located on the sides of the qp A/A and nm S/S  

wave packets. Here, qp A/A  implies the pth A wave packet on the reconstructed signal which is 

create because of the qth A wave packet recorded during the first sensing cycle.  Terms nm S/S , 

np S/A  and qm A/S  follow the same notation. Determination of the time locations of each wave 

packet on the reconstructed time signal is crucial in order to minimize the multi-modal effects on 

final DI calculation. For an example, let us consider a Lamb wave that contains only 

fundamental modes, A0 and S0.  The distance between the actuator and sensing point is L. The 

time required for A0 and S0 modes to reach the sensing point is given in Eq. (2.24); 

0

0

0

AC

L
t

A
=

, 0

0

0

SC

L
t

S
=

 

(2.24) 

0AC  and 0SC are the group velocities of A0 and S0 modes, respectively. Suppose the 

wave is recorded for 
1T seconds during the first signal cycle. For a meaningful data acquisition, 

the captured signal should encompass both wave packets and T1 should be given by; 











00

1 ,max
SA C

L

C

L
T

 

(2.25) 

Once the recorded signal is time-reversed and used for exciting the actuator, the voltage 

signals corresponding to A0 and S0 wave packets are delayed by 
1

0A
t and 

1

0s
t , respectively.  
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(2.26) 

Each voltage signal produces two wave packets creating total of four wave packets. The 

arrival time of A0 and S0 wave packets are given by Eq. (2.27) and Eq. (2.28). 
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In Eq. (2.27) and (2.28), the subscript AA indicates the A0 wave packet recorded during 

the second sensing cycle which is created because of A0 wave packet recorded in the first sensing 

cycle. Other terms follow the same notation.  Suppose the wave is recorded for 
2T  seconds 

during the second sensing cycle. For a meaningful data acquisition, the captured signal should 

encompass all the four wave packets. Therefore,  
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Finally, the captured signal is time-reversed, and the time location of each wave packet is 

given by; 
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According to Eq. (2.30) and (2.31), A0/A0 wave packet and S0/S0 wave packets overlap 

with each other, and they are located at 
12 TT −  seconds in the reconstructed signal.  This 

combined wave packet is called the “main wave packet,” and shown to be equal to the excitation 
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signal, after the amplitudes are normalized [14] [23]. Additionally, the time location of A0/S0 and 

S0/A0 wave packets are symmetric around the main wave packet, and their amplitude are not 

necessarily identical. In the low frequency range, 0
C

L

C

L

S0A0









− . Therefore, S0/A0 wave 

packet is located to the right of the main wave packet and A0/S0 wave packet is located to the left 

of the main wave packet. The relative time locations of the four wave packets are illustrated in 

Figure 2.11. 

 

Figure 2.11 Time location of wave packets on the reconstructed signal 

According to Eq. (2.30) and Eq. (2.31), time location of the main wave packet does not 

rely upon the group velocities. This implies that, the time-length of the excitation signal is 

preserved, regardless of the actuator sensor distance and the group velocities. However, the time 

length is not preserved in A0/S0 and S0/A0 wave packets. Existence of the side wave packets may 

cause inaccurate DI calculations. As depicted in Figure 2.12 (a), when the side wave packets do 

not interfere with the main wave packet, the time domain comparison is accurate. However, if 
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the side wave packets interfere with the main wave packet, as shown in Figure 2.12 (b), the time 

domain comparison produces inaccurate DIs because in this scenario, side wave packets are also 

accounted for DI calculation. (In Figure 2.12  (a) and (b), Z vel and Exct indicate transverse 

velocity and excitation signal, respectively) 

 

 

 

Figure 2.12 Reconstructed sigal (a) side wave packets separated from  main wave packet (b) 

side wave packets overlap with  main wave packet 

From Eq. (2.30) and Eq. (2.31), in order to avoid wave packet overlapping, the minimum 

distance between the actuator and sensor is calculated as Eq. (2.32). Here, 0t is the time-length 

of the excitation signal. 
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Note that Eq. (2.32) is valid not only for MTR, but equally applicable for conventional 

TR regardless of the choice of the measured quantity (strain or velocity). In order to demonstrate 

the validity of Eq. (2.32), a FE simulation is conducted. The FE model consists of a 1.2mm thick 
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aluminum plate and two piezoelectric transducers. The material properties are given in Table 2.1. 

A 3.5cyle, 70 kHz voltage signal is given to actuator A and the signal (voltage output) is 

measured by at sensor location B. The transverse velocity at t = 9x10-5 seconds is shown in 

Figure 2.13.  

 

Figure 2.13 Transverse velocity from FE simulation (t = 9x10-5s) 

Table 2.1 Material Properties  

Piezoelectric (S410) [34] Aluminum 

Density (ρ) 7800 kg/m3 Density (ρ) 2700 kg/m3 

Elastic modulus (E) 76Gpa Elastic modulus (E) 68.9 Gpa 

Poisson’s ratio (υ) 0.2 Poisson’s ratio (υ) 0.33 

Piezoelectric 

constant 

d31,d32 -1.9x10-10 m/v   

d33 4.5x10-10 m/v   

 

For 70 kHz excitation frequency, wave speeds for the two modes are 0AC =1672 ms-1, 

0SC =5436ms-1, and t0=5x10-5s. The minimum value of L is calculated as 0.1207 m in order to 

avoid wave packet overlapping. The simulation is conducted for two configurations, L = 0.05m 

and L=0.15m. The reconstructed waveforms for each configuration are shown in Figure 2.14 (a) 

Actuator A 

Actuator B 

Aluminum plate 
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and (b), which clearly shows that for L=0.05m the side wave packets interfere with the main 

wave packet (Figure 2.14 (a)) whereas for L=1.5m there is no overlap of wave packets (Figure 

2.14 (b)).  

 
 

Figure 2.14 Reconstructed waveform (a) L = 0.05m (b) L=0.15m 

2.5.2 Dispersion and multi-modal effects 

Eq. (2.21) is valid only if the frequency range of the excitation signal is narrow so that 

dispersion effects are minimum. Suppose 
L and 

H  are the lower and upper frequency bounds 

of the excitation signal and 0AL
C , 0AH

C , 0SL
C and 0SH

C  are the corresponding group velocities 

of A0 and S0 modes. Within the MTR process, the fast-moving wave packets arrive at the sensing 

points earlier, followed by the slow-moving wave packets. However, after time-reversal 

(following the first sensing cycle), the later- arriving wave packets are emitted by the actuator 

earlier than the early-arriving wave packets. Thus, both fast- and slow-moving wave packets 

arrive at the sensing point at the same time during the second sensing cycle. Nevertheless, this is 
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not applicable for A0/S0 and S0/A0 packets because they travel at different velocities during first 

and second sensing cycles. The time locations of A0/S0 and S0/A0 wave packets are given by Eq. 

(2.33) and Eq. (2.34).  
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(2.34) 

In order to prevent the side wave packets from overlapping with the main wave packet, 

the distance between the actuator and sensor must be selected according to Eq. (2.35). 
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In general, for a wave with nA number of A modes and nS number of S modes, distance L 

can be calculated using Eq. (2.34). 
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(2.36) 

   
An,...,0q,p  ,    

Sn,...,0n,m  for    L

Sm

H

Sm

L

Ap

H

Ap C,CC,C   

2.5.3 Boundary condition effects  

Structural boundaries produce side wave packets in the reconstructed signal (similar to 

multi-modal excitation) leading to inaccurate DIs. Let us consider a wave with a single mode 

(A0) propagating in a plate with a single structural boundary and suppose that the actuator 

produces only the A0 mode once the excitation voltage is supplied. During the first sensing cycle, 

the LDV records the direct A0 wave packet, the reflected A0 wave packet and the mode converted 
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S0 wave packet wherein the latter two wave packets are caused by the boundary. All the wave 

packets are recorded and time-reversed, and the time-revered signal is given to the actuator in the 

form of an excitation voltage. Such excitation produces corresponding A0 and S0 modes at the 

actuator giving six wave packets, and each of these six wave packets results in three wave 

packets (direct, reflection and mode-conversion) at the sensing point. Consequently, a total of 18 

(9-A0, 9-S0) wave packets appear in the reconstructed waveform. However, at least two Lamb 

wave modes exist at any given frequency. Therefore, for the simplest Lamb wave, 36 wave 

packets constitute the reconstructed waveform. Many of the wave packets interfere with each 

other and they are not clearly distinguishable.  The time-location of each wave packet for a 

general Lamb wave can be formulated as follows. 

For Eq. (2.37), Eq. (2.38), and Eq. (2.39), following notation is used. The superscripts D, 

R, and C indicate direct wave packet, reflected wave packet, and the mode converted wave 

packet.  The subscripts AP, and Sm represent the pth A mode, and the mth S mode, respectively.  

The subscript ApAq indicates the Ap wave packet of the reflected/ mode converted Aq wave 

packet, and similarly SmAp indicates the Sm wave packet after the mode conversion of the Ap 

wave packet. L, L1 and L2 are the distance between actuator and sensor, the distance between the 

actuator and the boundary is L1, and the distance between boundary and the sensor, respectively. 

The time-location of A and S wave packets in the first sensed signal are given by Eq. (2.37) and 

Eq. (2.38), respectively.   
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If the wave is recorded for T1 seconds during the first sensing cycle and T2 seconds 

during the second sensing cycle, the time locations of various wave packets in the reconstructed 

waveform are given by Eq. (2.39).  

)tt(TTt
u

yx

i

yx12 uvkj
−+−=  (2.39) 

   C,R,Du,j,S,Ay,x  ,  
Sn,.....,0v,u,k,j  for S modes,  

An,.....,0v,u,k,j   for A 

modes. 

Note that the reconstructed signals in the directly sensed wave packets converge at 

12 TT −  resulting in the main wave packet. The time-location of the main wave packet is 

independent of the group velocities and the distances (L, L1 and L2). The reflected and mode-

converted wave packets produce side wave packets, depending on the group velocities and the 

distances.  However, some of the reflected and mode-converted wave packets which satisfy, 

u

yx

i

yx uvkj
tt = relationship also converge at 

12 TT − . Therefore, the main wave packet of the 

reconstructed waveform is composed of waves which satisfy 
u

yx

i

yx wvkj
tt = relationship, including 

some of the reflected and mode converted wave packets. As result, the boundary effects are 

included within the main wave packet (and affects DI calculation), regardless of the location of 

the boundaries. Additionally, the interference between the side wave packets and the main wave 

packet may result in inaccurate DIs. In order to prevent such interference, the actuator – sensor 

distances should be selected to satisfy the relationship given in Eq. (2.40). 

0

u

yx

i

yx t)tt(
wvkj

−  (2.40) 

Numerically generated structural boundary locations which satisfy Eq. (2.40) is shown in 

Figure 2.15 (a). For this particular example, the coordinate system is defined with respect to the 

actuator location (0, 0), and the distance between the actuator and the sensing point (0.2m,0m) is 
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preselected. According to Eq. (2.37), (2.38) and (2.39), the numerical difference between L1 and 

L2 should be sufficiently large in order to satisfy Eq (2. 40). For 70 kHz wave, the difference 

between L2 and L1 should satisfy ( )
0S0A012 C1C1tLL −−  relationship. However, in region 

A and B this relationship is not satisfied at all. At low frequencies, Lamb wave mode S0 resemble 

axial wave [32], and if LDV is employed, only the transverse velocities are measured. Therefore, 

for low frequency velocity measurements, the presence of the S0 wave mode can be neglected. 

The boundaries that satisfy Eq. (2.40) is now given in Figure 2.15 (b).  

  

Figure 2.15 Numerically generated (a) boundary when both A0 and S0 are dominant (70 kHz, 

5.5 cycle) (b) boundary when A0 is dominant (70 kHz, 5.5 cycle) or LDV is used 

for transverse velocity measurements 

2.5.4 Experimental quantification of boundary effects 

The experimental setup (shown in Figure 2.16) comprises of a 1.2mm thick, rolled 

formed, 6000 series aluminum plate and a disc type piezoelectric transducer (material: SM412)  

permanently bonded to the plate. The actuator has dimensions of 12mm diameter and 0.5mm 

thickness. The excitation voltage is generated by Agilent 33220A function/arbitrary waveform 
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generator (5Vpp) and amplified by A.A Lab Systems’ A303 high voltage amplifier and 

modulator (up to 100Vpp).  An LDV (Polytec OFV-5000 with OFV-500 laser head) is used to 

record the transverse velocity at the sensing points. The sampling frequency is 2560 kHz and a 

low-pass frequency filter (200 kHz) is employed in order to reduce the noise level. For each 

measurement, the signals are recorded twenty times and then averaged in order to minimize the 

effects of random noise. 

 

Figure 2.16 Experimental set up 

  

A 70 kHz, 5.5 tone burst signal is used for excitation.  At 70 kHz, only the fundamental 

wave modes exist and wave speeds are 0AC =1672 ms-1, 0SC =5436ms-1. An attachable metal 

piece is used to simulate a non-symmetric structural boundary. The location of the metal piece is 

varied in order to simulate the structural boundaries at different locations as shown in Figure 

2.15 (b). The sensing point is kept fixed at (0.2 m, 0) location. Six locations are selected in order 

to validate Eq. 2.40, and excitation signal is reconstructed at each location. Three points (A, D, 
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and F) are located on shaded area and three points (B, E, and C) are located inside white 

(unshaded) area.  The experimentally reconstructed signals at each boundary location are shown 

in Figure 2.17 (a)-(d) and Figure 2.18 (a)-(b). It is observed that the side wave packets do not 

interfere with the main wave packet if the structural boundary is in the shaded (blue) area, as 

given by Eq. (2.40). However, if the boundaries are located inside the unshaded (white) area, the 

main wave packet experiences interference by the side wave packets resulting in inaccurate DI 

values.  
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Figure 2.17 Reconstructed waveforms at location (a) A (b) B (c) C (d) and D (e)  
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Figure 2.18 Reconstructed waveforms at location (a) E, and (b) F 

It is worthwhile to mention that, in complex structures, wave packet overlapping due to 

the structural boundaries cannot be avoided. In such cases, Eq. 2.39 can be used to identify the 

side wave packets created by each boundary. The most straight forward approach to avoid the 

complexities arising from structural boundaries, is to capture only the first wave packet during 
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analogous to the structural boundaries. Therefore, it can be stated that if a damage is located 
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wave packet overlapping) even though it is not located on the signal path. We use this 

characteristic to detect damages in a following section.  
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experimental set up shown in Figure 2.16. A metal disc is attached to the plate to simulate a 

damage and the MTR process is repeated 25 times. The DIs are calculated each time and 

normalized with maximum DI value. The standard deviation (𝜎) of normalized DISP is 0.03 and 

normalized DIL2 is 0.015. The calculated distributions (Figure 2.19 (a), (b)) reveal that the MTR 

method produces very consistent DIs under laboratory conditions.   

  

Figure 2.19 Probability distribution of (a) DISP, and (b) DIL2 

Therefore, it is clear that MTR method along with non-contact sensing is capable of 

generating significantly repeatable damage information.  
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set up given in Figure 2.16 is employed and the pristine structure (no damage) is considered. Eq.  

(2.41) is used to calculate the similarity and the results are given in Figure 2.20. The similarity 

between excitation (voltage) signal and reconstructed signal is observed to increase as the 

number of cycles of the tone burst signal increases, similar to the results for conventional TR 

method [16].  In Eq. 2.41, iA  and jA  are the signals to be compared for similarity.  

 −−=
N

2

j

N

2

ji A)AA(1)j,i(Similarity  (2.41) 

 

Figure 2.20 Similarity between the excitation voltage and the reconstructed signal 
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of DIL2 values due to the damage is nearly constant for N = 3.5 to 9.5. However, DISP shows 

much larger increase due to damage for low cycle tone burst excitation. It is noted that the 

frequency bandwidth of the excitation increases as the number of cycles decreases which reduces 

the ability to reconstruct the original signal. The wider bandwidth waves show higher sensitivity 

to damages compared to that of narrow band excitations.  

  

Figure 2.21 Damage sensitivity variation with number of cycles (a) DISP (b) DIL2 
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three times by attaching and detaching the disc. The difference between the DIs calculated for a 

particular location is due to damage reproducibility errors of the attachable disc. On the other 

hand, if MTR process is repeated without detaching and re-attaching the disc, nearly identical DI 

values should have been obtained. As mentioned earlier in this paper, DI calculations are 

formulated to capture phase and shift of frequencies. Since the sensing point is fixed, slight 

phase and frequency shifts may have constructive or destructive effects on each other, depending 

on the damage location. Therefore, resulting location dependent DI values. As a summary of the 

section, depending on the location of the damage, the calculated DIs should be adjusted 

depending on the location of the damage in order to obtain accurate damage severities. In Figure 

2.22, the trend lines are generated using second order least squares fit. 

  

Figure 2.22 Damage index sensitivity with damage location along signal path (a) DISP (b) 
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2.6 Improve MTR process  

2.6.1 Damage index tuning  

We introduce a novel technique, “Damage Index Tuning” to minimize the multi-modal 

and boundary effects. This technique is very similar to, but much practicable and simpler than 

the mode tuning process. Damage index tuning is conducted on the pristine structure in order to 

determine the optimum excitation frequency that produces least distorted time–reconstructed 

signal (for pristine structure). The time reversal process is conducted within a prescribed 

frequency range on selected frequency intervals (generally, the selection of this frequency range 

is governed by the bandwidth of actuators, signal generators, amplifiers and LDV).  DI values 

are calculated for each frequency and plotted against the excitation frequency. The optimum 

excitation frequency produces the least distorted time-reversed signal and therefore results the 

lowest DI. In contrast to the mode tuning process, several wave modes that have non-zero 

amplitude may co-exist on the optimum excitation frequency, and the boundary effects may be 

considerable. Damage Index Tuning focuses to minimize the combined effects of side wave 

packets within the given excitation frequency bandwidth. Therefore, at the optimum frequency, 

the combined effect is minimum. Additionally, this procedure can be conducted within the 

original MTR structure-actuator configuration, without addition of any special type transduces 

and/or measuring technique.  

The values of DISP and DIL2 are calculated for eight excitation frequencies between 40 

kHz and 110 kHz for the cases of N = 5.5 and N = 7.5 using the pristine structure. The DIs 

decrease as the excitation frequency increases reaching a certain minimum and increase with the 

excitation frequency. Further, the bonding conditions between actuator and host structure and the 

initial structural imperfections (possibly damages) are accounted for during the DI tuning 
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process. Thus, the DI tuning process produces the optimum excitation frequency minimizing the 

multi-modal effects and attenuating the initial structural defects to allow better damage 

resolution.  

  

Figure 2.23 Variation of DI values (pristine structure) with excitation frequency (a) DISP (b) 

DIL2 
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linear damages. Then we developed a time-frequency domain-based technique for the detection 

of linear damages.   

The experimental setup described in Figure 2.24 is used, with a coin simulating a 

superficial non-symmetric damage. The location of the damage is treated as an unknown. The 

coin is attached to the structure using a soft adhesive film, as shown in Figure 2.24. Thirteen (13) 

sensing points are used, and the distance between each consecutive sensing point is set to 20mm. 

Since this experiment evaluates the MTR method for detecting generic damages, the other 

variables including multimodal effects and boundary effects are minimized by selecting low 

excitation frequency and capturing the first wave packet during the first-sensing cycle (as 

described in the preceding sections). The actuator is excited with a 5.5 cycle tone-burst 70 kHz 

signal. The MTR method is thirteen times for each sensing path, and average DI values are 

calculated.   

 

Figure 2.24 Damage and sensing locations (points 1-13) with respect to the actuator 
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Figure 2.25 shows the DI values calculated for each sensing path using Eq. (2.18). The 

results suggest that the signal path #11 contains a damage, since it has the highest DI value, but 

that is erroneous. In fact, the signal paths #5 and #6 pass through the damage. Therefore, the 

reconstructed signals for signal path #5 and #6 should have the highest distortion (highest DI 

values) compared to that of the other signal paths. However as shown in the figure, most of the 

DI values are higher than that of the signal paths #5 and #6. This inconsistency is caused by two 

factors:  

1. Side wave packets created by the reflections at the damage overlap with the main 

wave packets and distort the overall signal.  

2. The distortion created by the damage (signal non-linearity) is much smaller 

compared to the distortion created by overlapping.  

 

Figure 2.25 Damage index values 
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compensated, and the time length of the main wave packet is preserved. Similarly, if the signal 

path consists of a damage, the overall time length of the main wave packet does not change while 

the shape (in time domain) and spectral energy distribution (in frequency domain) are affected by 

the damage. On the other hand, if a damage site is away from a signal path, the side wave 

packets created due to the reflections by the damage appear in the reconstructed signal. 

Overlapping of side wave packets change the time length of the main wave packet. In this 

analysis, we attempt to segregate the reconstructed signals which have preserved time lengths 

(main wave packet) from those which have distorted time lengths (main wave packet overlaps 

with side wave packets). Figure 2.26 shows two arbitrarily selected reconstructed signals (paths 

#4 and #8). As shown in the figure, given their relatively low magnitude, the presence of side 

wave packets is not clearly visible. Therefore, it is very difficult to make an accurate evaluation 

by considering the time-domain signal. For further analysis, the reconstructed signals are 

transformed into time-frequency domain using Short-Time Fourier (STF) transformation. 

 

Figure 2.26 Time reversed - normalized signal (a) signal path #4 (b) signal path #8 
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First, the excitation signal is transformed into time-frequency domain. Since the time 

length of the excitation signal is known, the parameters of STF transformation are adjusted so 

that the spectral energy at 70 kHz passes through -40dB levels at the limits of the time signal. 

Figure 2.27 (a), (b) and (c) show the time domain signal, spectral energy distribution and spectral 

energy distribution of the excitation signal, respectively.  
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Figure 2.27 Excitation signal (5.5, 70kHz voltage signal)  (a) time history (tone burst is shifted 

along time axis to match the location of main wave packet of time-reversed signal 

for direct comparison) (b) normalized instantaneous spectral energy distribution (c) 

normalized spectral energy time history at 70kHz in dB scale 
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Figure 2.28 and Figure 2.29 show normalized amplitudes of time-reconstructed signals in 

time domain and normalized spectral energy time history at 70 kHz in dB scale respectively for 

sensing path #6 and #7.  

 

 

 

Figure 2.28 Time reversed signal obtained from sensing path #6 (a) time history (b) 

normalized spectral energy time history at 70 kHz in dB scale.    
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Figure 2.29 Time reversed signal obtained from sensing path #7 (a) time history (b) 

normalized spectral energy time history at 70 kHz in dB scale 
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reconstructed signals from signal path #5 and #6 are taken for damage index calculations. Table 

2.2 presents the DI calculated for signal paths #5 and #6.  

Table 2.2 Damage index values calculated for sensing path #5 and #6 

Sensing location DISP DISP (no damage) 

5 0.005 0.0014 

6 0.002 0.0014 

 

Above two DI value are higher than the DI calculated for the pristine structure which are 

0.0014 and 0.054 for DISP and DIL2, respectively. Higher DI values indicate a presence of a 

damage along signal paths #5 and #6.  

This technique is very suitable for the damages which resemble structural feature (linear 

damages). Note that the relative magnitude of the side wave packets produced by the damage 

corresponds to the severity of the damage. In this example, the relative magnitudes of the side 

wave packets are very small compared to the main wave packet. This indicates that the severity 

of the damage is very small (since it is bonded with a relatively soft adhesive film). However, 

despite the low severity of the damage, this technique is able to identify the damage path. Thus, 

this technique is also applicable when the damage is superficial, and the damage severity is 

relatively low. In other words, this technique increases the damage detection resolution of the 

MTR process and the procedure can be followed regardless of the nature of the damage.   

In this particular example, no baseline wave propagation data for pristine structure is 

used. All the measurements are taken remotely from about 1-2-meter distance from the structure.  

The remote sensing capability is determined by the maximum stand-off distance for the LDV 

laser head. Additionally, the material properties and group velocities (influenced by temperature 
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and loading conditions) are not needed to be taken into account for damage detection. The results 

are independent of the material properties of the structure, environmental conditions, and 

structural loading conditions. Further, the current actuator and sensing point configuration allows 

scanning of a wide area while using the minimum number of actuators and sensing points.  

2.8 Conclusion of the chapter 

In this chapter, the Modified Time Reversal (MTR) method along with non-contact 

sensing was used for structural damage detection.  The MTR method does not require sensors to 

work as actuators and therefore non-contact measurement techniques may be used for MTR. 

Experimental and FE simulation results showed that a complete reconstruction of the excitation 

signal can be obtained from MTR by using the non-contact sensing of Lamb wave transverse 

velocity. The complexities arising from the multi-modal Lamb wave characteristics and the 

structural boundaries were discussed, and suitable equations were developed for the estimation 

of resulting errors. The equations were validated using experimental and FE simulation data. A 

major limitation of the conventional TR method (along with the conventional Damage Index 

formulations) is its incapability of detecting the linear damages. A novel frequency-time domain 

technique was introduced for the detection of the linear damages using the MTR method. Based 

on the current study, following conclusions are made:  

1. A complete reconstruction of the excitation signal can be obtained from MTR 

method by using the non-contact sensing of Lamb wave transverse velocity. 

2. The use of the transverse velocity eliminates the complexities arising from the 

multi-modal Lamb wave characteristics at lower frequencies. This is a major advantage of the 

MTR method over the conventional TR method.  
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3. The complexities arising from the structural boundaries cannot be eliminated 

completely. However, the use of the transverse velocity minimizes these complexities. 

Additionally, if the first packet of the forward moving wave is captured, the structural boundary 

effects are further reduced.  

4. The proposed frequency-time domain technique is successful to identify the signal 

paths that contain linear structural damages. This technique would be suitable for the detection of 

damages that resemble the structural features in metallic structures (e.g., corrosion in large oil 

tanks). Additionally, this technique is particularly applicable when the potential damage is 

superficial, and the damage severity is comparatively low.  

5. The proposed technique does not require baseline wave propagation data, and all 

the measurements are taken remotely.  Additionally, the material properties and group velocities 

(influenced by temperature and loading conditions) are not needed for damage detection. Thus, 

this novel MTR method-based technique is independent from the material properties of the 

structure, environmental conditions, and structural loading conditions. 
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CHAPTER III 

MODIFIED TIME REVERSAL METHOD FOR DAMAGE IMAGING 

3.1 Introduction 

The modified time reversal method operates in the pitch-catch configuration, and the 

structural damages located on the signal paths are detected through the DI values. Initially, the 

MTR method was developed for the detection of non-linear damages through the quantification 

of the main wave packet distortion [23] [2]. The main wave packet of the reconstructed signal 

which is compared with the excitation signal for the DI calculations, is distorted due the non-

linearity of the damages located on the signal path, and due to the overlapping of the side wave 

packets. The structural damages which are located at a distance from the signal paths create side 

wave packets (similar to structural boundaries, as shown in Chapter II), and hence distort the 

main wave packet of the reconstructed signal. In Chapter II, we discussed how to avoid the 

overlapping of side wave packets. In contrast, in this chapter, the side wave packets are used to 

estimate the geometric location of the damages which are located at a distance from the signal 

paths. The equipment configuration for the estimation of the damage location using the MTR 

method is described below.   

3.2 Equipment configuration  

To implement the MTR method for the estimation of the damage location, the actuator 

and the sensor should be arranged in pitch-catch configuration. The reconstructed signal is 

obtained through six steps;  
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1. A narrow-banded wave is excited at an actuator at the location A. This step initiates the 

“first-sensing cycle.” The time length of the excitation signal should carefully be selected 

in order obtain a better spatial resolution.  

2. The resulting wave motion (transverse velocity) is captured at B by an LDV. This step 

completes the “first-sensing cycle.” 

3. The recorded signal is then time reversed (i.e. )t(v)t(v BB −→ ) and normalized with 

respect to the highest amplitude.  

4. The time reversed signal is then given to the transducer A, and a wave is excited at the 

location A. 

5. The resulting wave response (transverse velocity) is recorded at B using an LDV 

6. The recorded signal at B is then time reversed. The resulting signal is called 

“reconstructed waveform.” This step concludes the “second-sensing cycle.”  

The steps are shown in Figure 3.1. 

 

Figure 3.1 MTR for damage imaging  

Damage 
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3.3 Side wave packets due to the structural damages 

Let us consider the waves propagating in the structure shown in Figure 3.1.  The Lamb 

waves are generated by transducer A, and the resulting wave motion is captured at B by an LDV. 

In contrast to the previous work, the damage is now located at a distant from the signal path. 

Suppose that the actuator produces only the A0 wave mode. During the first sensing cycle, the 

LDV records the forward moving A0 wave packet, and the reflected A0 wave packet (shown in 

yellow arrows in Figure 3.1) due to the reflection at the damage. The direct and the reflected 

wave packets are recorded at B and time reversed. The time-revered signal is given to the 

actuator A as an excitation voltage. Such excitation produces corresponding A0 and S0 wave 

modes at the actuator resulting four wave packets. Each of these four wave packets result in two 

wave packets (direct, and reflection) at the sensing point B. Consequently, a total of 8 (4-A0, 4-

S0) wave packets appear in the reconstructed waveform. However, at least two Lamb wave 

modes exist at any given frequency. Therefore, for the fundamental Lamb wave, total of 16 wave 

packets constitute the reconstructed waveform. The time-location of each wave packet for a 

general Lamb wave can be formulated as follows. 

For Eq. (3.1), Eq. (3.2), and Eq. (3.3), following notation is used. The superscripts D and 

R indicate the direct wave packet and the reflected wave packets, respectively.  The subscripts 

AP, and Sm represent the pth A mode, and the mth S mode, respectively.  The subscript ApAp 

indicates the Ap wave packet of the reflected Ap wave packet. The terms L, d1 and d2 are the 

distance between actuator and sensing point B, the distance between the actuator and the 

damage, and the distance between the damage and sensing point B, respectively. The time-

location of A and S wave packets in the first sensing cycle are given by Eq. (3.1) and Eq. (3.2), 

respectively.   
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If the wave is recorded for T1 seconds during the first sensing cycle and T2 seconds 

during the second sensing cycle, the time locations of various wave packets in the reconstructed 

waveform are given by Eq. (3.3).  

)tt(TTt
u

yy

i

xx12 kkjj
−+−=  (3.3) 

   R,Du,i,S,Ay,x  ,  
Sn,.....,0k,j  for S modes,  

An,.....,0k,j   for A modes. 

Note that the reconstructed signal of the directly sensed wave packets converge at 
12 TT −  

resulting in the main wave packet. The time-location of the main wave packet is independent of 

the group velocities and the distances (L, d1 and d2). The reflected wave packets produce side 

wave packets, depending on the group velocities and the distances.  However, some of the 

reflected wave packets which satisfy, 
u

yy

i

xx kkjj
tt = relationship also converge at

12 TT − . Thus, 

generally, the main wave packet of the reconstructed waveform is composed of waves which 

satisfy 
u

yx

i

yx wvkj
tt = relationship, including some of the reflected wave packets.  

In the lower frequencies, the A0 wave mode particle motion resembles that of the flexural 

waves [3], and S0 wave mode particle motion resembles that of the axial waves. Additionally, the 

A0 wave amplitude is considerably larger than S0 wave amplitude, at lower frequencies. Since we 

measure the transverse velocity (particle motion) of the Lamb waves using the LDV, the 

measured A0 wave amplitude is significantly higher than that of S0 wave. Hence, the presence of 

the S0 wave mode can be ignored (in low frequencies), and the Eq. 3.3 is simplified as follows; 
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)tt(TTt
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AA12 0000
−−=  (3.4) 

 R,Du,i   

Eq. 3.4 calculates the time location of all the wave packets on the reconstructed 

waveform. Given the value of L, d1 and d2, the time-location of each wave packet can be 

calculated. The distance between the actuator and the sensing point, L is fixed for each sensing 

point. However, the distances associated with the damage, d1 and d2, are unknowns. Conversely, 

if the time-location of each wave packets is known, d1 and d2 can be calculated. Eq. 3.4 produces 

four different relations as follows;  

12

D

AA

D

AA12 TT)tt(TTt
0000

−=−+−=  (3.5) 
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AA12 TT)tt(TTt
0000
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)tt(TTt
D

AA

R

AA12 0000
−+−=  (3.7) 

)tt(TTt
D

AA

R

AA12 0000
−−−=  (3.8) 

 

The solution of Eq. 3.5 and Eq. 3.6 calculate the time location of the time reversed direct 

wave packet sensed in first sensing cycle and the time reversed reflected wave packet sense in 

first sensing cycle, respectively.  These wave packets coverage at T2-T1 and creates the main 

wave packet. Eq. 3.7 and Eq. 3.8 are corresponding to the side wave packets which are 

symmetrical around the main wave packet.  

3.4 Deduce the damage location from side wave packets  

The terms d1 and d2 specifies location of the damage, which can be calculated from the 

inverse of Eq. 3.7 or Eq. 3.8. However, a unique solution does not exist for d1 and d2. Therefore, 
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a set of values of d1 and d2 which satisfy the Eq. 3.7 (or Eq. 3.8) is calculated. Consider the 

Figure 3.2.  

 

Figure 3.2 Damage location calculation  

The damage location (𝑥𝑑, 𝑦𝑑) is given by Eq. 3.9 

𝑥𝑑 =  𝑑1 cos(θ) , 𝑦
𝑑

=  𝑑1 sin(θ) , where 

𝑑1 =
𝑆2−𝑥𝑠𝑛

2 −𝑦𝑠𝑛
2

2𝑆−2𝑥𝑠𝑛 cos(𝜃)−2𝑦𝑠𝑛 sin(𝜃)
 , 𝑆 = 𝐶𝐴0 (𝑇1 +

𝐿

𝐶𝐴0
− 𝑡) 

(3.9) 

 

Eq. 3.9 is used to determine the location of a damage (through hole) in an aluminum 

plate. The experimental setup (which is identical to the experimental set up shown in Figure 

2.16) comprises of a 1.2mm thick, rolled formed, 6000 series aluminum plate with a drilled hole 

(shown in Figure 3.3) and a disc type piezoelectric transducer (material: SM412)  permanently 

bonded to the plate. The actuator has dimensions of 12mm diameter and 0.5mm thickness. The 

excitation voltage is generated by Agilent 33220A function/arbitrary waveform generator (5Vpp) 

and amplified by A.A Lab Systems’ A303 high voltage amplifier and modulator (up to 100Vpp).  

A LDV (Polytec OFV-5000 with OFV-500 laser head) is used to record the transverse velocity at 

the sensing points. The plate size is selected sufficiently large, so that boundary reflection effects 
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are minimized. Four sensing points are employed (namely, S1, S2, S3 and S4) for LDV wave 

measurements.  

 

Figure 3.3 Damaged Al plate used for MTR based damage imaging 

First, the MTR method is conducted at S1 sensing point. The wave motion captured 

during the first sensing cycle is shown in Figure 3.4. The wave motion captured during the first 

sensing cycle is used for the calculation of the instantaneous wave velocity (𝐶𝐴0). Note that this 

is an isotropic specimen and therefore, the wave velocity does not change with the direction. 

However, if the test specimen is anisotropic, a slowness diagram (instantaneous) should be 

constructed. As mentioned previously, since the inspection is conducted in low frequencies (as 

well as LDV is employed for the wave measurements), the S0 wave mode does not appear in the 

recorded wave motion. For this particular situation, the instantaneous wave velocity is calculated 

as 1720 ms-1. The instantaneous velocity is not a fixed value, and changes with the environment 

and loading conditions. The wave signal captured during the first sensing cycle is time reversed, 

normalized, and given to the piezoelectric transducer. The resulting wave motion is captured. 

The reconstructed wave is shown in Figure 3.5. The time location (t) of the side wave packet on 

Actuator 

Damage 
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the reconstructed signal is measured. For this particular problem, T1 = 126.6µs and t = 23 µs (Eq. 

3.7).  

 

Figure 3.4 The wave motion captured during the first sensing cycle 

 

Figure 3.5 Reconstructed wave for sensing point 1 

The time location of the main wave packet does not depend on the damage location or the 

sensing locations. The side wave packets are symmetrically distributed around the main wave 

packet. The possible damage location is then calculated using Eq. 3.9, where, the value of θ is 

varied from 0 to 360 degrees. As mentioned above, the solution (damage location) is not unique. 

Main wave packet 

Side wave packet 
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This is due to the fact that the structural damages which are located in different locations may 

produce the side wave packets which have the identical time location on the reconstructed wave 

signal. The intensity of the damage is assumed be maximum at the points calculated from Eq.3.9, 

and the damage intensity is assumed to have a normal distribution around that point. The 

standard deviation of this normal distribution is selected arbitrary in order to develop damage 

images. The possible damage locations calculated for sensing point S1, S2, S3 and S4 are given in 

Figure 3.6.  
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Figure 3.6 The possible damage locations calculated for sensing point (a) S1, (b) S2, (c) S3, (c) 

S4 

According to the above figures, each sensing point produces a unique ellipse. The 

intersecting point of these ellipses yields the actual damage location. The damage intensity 

distributions calculated from each sensing locations are cumulated for the construction of the 

final damage image. The intensity/severity of complete damage image is given by Eq. 3.10. 

(a) (b) 

(c) (d) 
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𝐷𝑇𝑜𝑡𝑎𝑙(𝑥, 𝑦) =  ∑ 𝐷𝑖(𝑥, 𝑦)

𝑛

𝑖

 
 

3.10 

The term 𝐷𝑇𝑜𝑡𝑎𝑙 is the damage intensity of the final damage image, and 𝐷𝑖 is the damage 

intensity of each damage intensity distribution (ellipse) generated by each sensor. The term n is 

the number of sensors employed. The final damage image is given in Figure 3.7.  

 

Figure 3.7 Resulting damage image 

The applicability of this technique is tested using FEA models. Two examples are given 

below where the damage images of a drilled hole and a vertical crack are generated (Figure 3.8 

and Figure 3.9).  

Physical damage location 
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Figure 3.8 (a) FE modal of a drill-hole (b) Damage image. The sensing locations are shown 

using red dots 

 

 

Figure 3.9 (a) FE model of a vertical crack (b) Damage image. The sensing locations are 

shown in red dots 

 

Actuator  

S1  

S2  

S3  

S4  
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3.5 Advantages of MTR for damage imaging  

The MTR based technique does not require a baseline for the comparison with the current 

wave motion data for the characterization of possible damages. Unlike the conventional MTR 

method, this technique scans the damages located at a distance from the signal paths. Therefore, 

a large area is scanned with a minimum number of scanning points, resulting a significant 

reduction in the inspection time. As shown above, the velocity of the Lamb wave is required for 

triangulation of the damage location. However, the instantaneous wave velocity is measured 

during the first sensing cycle. Therefore, the environment and loading conditions do not 

influence the solution.  

In this technique, an LDV is employed for the record of transverse velocity of the Lamb 

wave motions at sensing points. The coordinates of the sensing points are specified with respect 

to the actuator location. The LDV has a certain spatial accuracy (accuracy of aiming the laser 

point), and the true sensing point may deviate from the specified sensing point by few 

millimeters. The amount of the spatial deviation of the true sensing point from its intended 

location, depends on the accuracy of the laser beam pointing systems (in this particular situation, 

the laser beam is pointed to the designated sensing points manually). Generally, the spatial 

accuracy decreases as the distance between the structure and LDV increases. In the inspection 

techniques which utilize baselines, the baseline wave motion is measured and recorded on certain 

sensing points. During the inspection, the current wave motion is recorded again on these 

particular sensing points. Subsequently, the captured current wave motion is compared with the 

baseline wave motion. A spatial deviation between the sensing point of baseline wave motion 

and the sensing point of the current wave motion may produce significantly different waveforms 
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(even when structural damages do not exist). This may trigger false alarms. Consider the 

example given below;  

Figure 3.10 shows a FE model of an aluminum plate with no structural damages. A Lamb 

wave is generated with 3.5 cycle, 50 kHz excitation signal. Figure 3.11 presents the transverse 

velocity of the wave motions captured at S1, S2, and S3 sensing points. The coordinates of S1 is 

(0.1m, 0m) with respect to the actuator location (0 m, 0 m). The distance between S1 and S2 is 

1mm, and the distance between the S2 and S3 is 1 mm. 

 

Figure 3.10 Wave propagation in the FE model  

 

Figure 3.11 Recorded signals at S1, S2 and S3 

Actuator  
S1 sensing point 
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Figure 3.12 presents the numerical difference between the wave motion captured at S1 

and the wave motion captured at S2. According to the figure, even though the two sensing points 

are very close to each other, the difference between the wave motions is considerable (about 55% 

of the wave motion maximum amplitude). On the other hand, MTR method do not use any 

baseline for the comparison. Therefore, false alarms due to the spatial deviation of the sensing 

points are not created.  

 

Figure 3.12 The numerical difference between the waveform measured at S1 and S2 

3.6 Conclusion of the chapter  

In this chapter, the modified time reversal method was used to estimation the geometric 

location of structural damages. The structural damages which are located at a distance from the 

signal paths create the side wave packets on the reconstructed waveform. The side wave packets 

were used to estimate the geometric location of the damages which are located at a distance from 

the signal paths. The time-location of the side wave packets in the reconstructed waveform were 

correlated with the damage location, and adequate equations were developed. The equations 

were then used to determine the location of a damage (through hole) in an aluminum plate, and a 
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two-dimensional damage image was developed.  The technique successfully predicted the true 

location of the damage. The applicability of the technique was further tested using a FEA model 

of plate with a drilled hole and a FEA model of a plate with a vertical crack. The damage 

locations of the FEA models were successfully predicted by the technique. Based on current 

study following conclusions are made.  

1. The proposed MTR method-based technique is capable in predicting the damage location 

with a reasonable accuracy. 

2. The technique is baseline free. Therefore, the solution does not depend on the 

environmental and loading conditions. 

3. The technique is capable of scanning a large area with a minimum number of sensing 

points. Therefore, the inspection time is considerably reduced. 

4. This technique is particularly suitable for non-contact inspection. 

5. The technique is not capable of predicting the locations of multiple damages and may 

produce inaccurate results for the structures which have multiple damaged sites. 
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CHAPTER IV 

MODEL BASED STRUCTURAL HEALTH MONITORING 

4.1 Introduction  

In the model based structural health monitoring, an analytical, semi-analytical, and 

numerical structural models are used for the generation of wave propagation data. Similar to the 

MTR method, the model based structural health monitoring techniques eliminate the need for the 

baseline data recorded for various environmental and loading conditions. The model based SHM 

are conducted in two different approaches: the forward (direct) problem approach and the inverse 

problem approach. In the forward problem approach, the structure is modeled 

numerically/analytically in its pristine conditions. The structural model is then utilized for the 

generation of baseline wave propagation data. The input variables of these structural model may 

include the mechanical properties, the physical parameters of the structure, and the excitation 

signal profile. The models generate the wave propagation corresponding to the given input 

variables. The mechanical properties (e.g. elastic modulus, density, etc.) of the constituent 

materials of the structure may be experimentally obtained as functions of the environment 

conditions (e.g. Elastic modulus as a function of temperature). The input variables of the model 

may be adjusted according to the current (instantaneous) environment condition. The 

numerical/analytical model along with the environment-dependent input variables are then used 

to generate the baseline wave propagation data. Hence, the baseline data (instantaneous) is a 

function of the instantaneous environmental condition. For the damage detection, the wave 



www.manaraa.com

 

79 

propagation of the physical structure (current wave propagation data) is recorded, and then 

compared with the model generated, environment-dependent, baseline data (instantaneous 

baseline data). Depending on the data processing technique, presence of damages, damage 

severity and the damage location may be determined through a comparison conducted between 

the modeled generated baseline data and the current wave propagation data.   

In the inverse problem approach, the physical structure is numerically/analytically 

modeled in its damaged condition. The type of the damage, damage location and the severity 

(size) are treated as input variables.  The simulated wave propagation data for the damage 

structure is then generated from this damaged model. The wave propagation data of the physical 

structure (possibly damaged) is recorded. The recorded wave propagation data is then compared 

with the model (damaged) generated wave data. The wave propagation simulation is repeated by 

varying the input variables (damage type, size, and location) until the model generated wave 

propagation data resembles the physical wave data. The optimization algorithms and the artificial 

neural networks are widely used to determine the inverse problem solution.  

Generally, the inverse problem approach is complex and time-consuming compared to 

the forward problem approach. However, the inverse problem approach provides a complete 

description of the damaged structure. Hence, the subsequent signal processing and interpretation 

for the characterization of possible damages are not required. Therefore, the inverse problem 

approach is particularly popular for the damage detection of the structures.  In this chapter, we 

use inverse problem approach for damage detection of adhesively bonded joints.  

4.2 Adhesively Bonded Joints 

Adhesively bonded joints provide a range of favorable properties compared to the 

conventional mechanical fastenings. The larger stress bearing area, higher fatigue resistance, 
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light weight, ability to join thin components, ability to join dissimilar materials, better sealing, 

and better damping are some of the favorable properties offered from the adhesive bonded joints 

[35] [36].  The adhesive joints are also less labor and cost intensive. Due to its higher strength to 

weight ratio, the adhesive joints provide lightweight attachment methods for metals, carbon 

polymer composites, and honeycomb structures [37]. On the other hand, the adhesively bonded 

joints inherit a number of limitations including the longer cure time, difficulties in the inspection 

of the finished joint, and the environmental effects on the bond stiffness and the strength [37]. 

However, the advantages of the adhesively bonded joints outweigh their limitations, and hence, 

the adhesively bonded joints are increasingly used in modern aircrafts. Current aircraft 

certification necessitates the conformation that the adhesively bonded joints do not fail and cause 

structural failure at the critical design loads, and requires the use of mechanical fasteners along 

with adhesive [36]. The use of comparatively heavy metal fasteners along with the adhesive 

layer significantly undermines the full realization of the bonded joints advantages. An inspection 

technique, which is capable of detecting the damages during the manufacturing stage and the 

service life, is critically important for the continued safe operation of adhesively bonded 

structures.  

Non-Destructive Evolution (NDE) and Structural Health Monitoring (SHM) techniques 

are widely used for the inspection of structural damages. Adhesively bonded joints inherit 

several distinct damage/defect types. Therefore, the NDE/SHM of adhesively bonded joints is 

relatively complicated. The adhesive layer damages are categorized as weak bonds, cohesive 

defects and gross defects [38]. Poor surface preparation, surface contamination, and erroneous 

bonding and curing processes produce weak bonds [39]. The cohesive defects relate to the 

mechanical properties of the adhesive, and mostly attribute to erroneous mixing and curing 
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processes [9]. The gross defects account the micro to macro scale defects on the adhesive layer 

(e.g. micro cracks and voids) [5]. A fairly complete review of state-of-the-art nondestructive 

evaluation of adhesive bond quality can be found in [7]. Various NDE techniques that can be 

used in bonded joints inspection can be found in [8]. A number of NDE/SHM techniques have 

been proposed for the inspection of adhesively bonded joints, and particularly, the Lamb wave 

propagation based NDE/SHM inspection techniques have been identified to be promising. The 

Lamb waves permit long-range through thickness detection of damages, and hence ideal for the 

adhesively bonded joint inspection.  

Several researches have been conducted for the detection of the cohesive damages 

(variation of adhesive properties). Ong et al. [40] measured the elastic modulus and the Poisson’s 

ratio using Lamb wave dispersion curve fitting. Experimental Lamb wave propagation data 

(spectral domain) were compared with the wave data generated from a two-dimensional Finite 

Element (FE) model.  A good agreement between experimental dispersion curve and FE 

dispersion curve is obtained by varying the properties of the FE model. The adhesive properties 

which yielded the best agreement between the experimental and analytical dispersion curves, 

were identified as the current properties of the adhesive joint (possibly defective or aged). 

Koreck et al. [41]also used a FE model and showed that the Local cross points and minima of the 

dispersion and slowness curves vary with the adhesive properties and thickness. Analytical 

models have also been reported [42] to be used for the dispersion curve generation. Additionally, 

use of semi-analytical model has been reported in [43]  and [44]. Gauthier et al. [45] developed 

an adhesive joint model of which the interface between the adhered and the adhesive defined as a 

series of tension and shear springs. The level of the adhesion between the adhesive and adherend 

is specified by the spring stiffness. The higher order wave modes were observed to be more 
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sensitive to interfacial stiffness. Hong-Xiang et al. [46] identified that the fundamental anti-

symmetric (A0) Lamb wave mode is more sensitive to the adhesive layer properties compared to 

the fundamental symmetric (S0) Lamb wave mode. Heller et al. [9] utilized dispersion curves for 

the characterization of aged adhesive joints. As a result of the aging, the higher order wave 

modes disappeared in the dispersion curve.  

A number of researches have been conducted for the detection of adhesive debonds.  Ong 

et al. [47] showed that the dispersion characteristics have a negligible effect from the debond. 

However, the amplitude (which relates to the intensity of the dispersion curve) decreased due to 

the scattering at the debond. Okabe et al. [48] recorded the Lamb wave propagation using fiber 

bragg grating (FBG) and correlated the debond size to a damage index (using baseline). In order 

to avoid the use of baseline for the detection of debonds, Lin et al. [49] proposed to compare the 

travel time of Lamb waves between two adherends. The debond created a delay in the wave 

transmission between two adrends, and the delay is observed to be increasing with the debond 

size. A completely disbonded area between the adhesive and adrerend creates a kissing bond and 

generates the harmonics of the excitation frequency. This non-linear wave propagation is utilized 

for the detection of debonds. However, detection of kissing bonds depends on the transverse 

contact pressure applied between the interface surfaces [18]. The detection of bulk defects (e.g. 

micro-voids) are considerably difficult since the dimensions of bulk defects are considerably 

smaller than the wavelength of Lamb waves. Researches have not been reported for the detection 

of bulk defects using the Lamb wave propagation.  

In this chapter, we use an inverse problem approach for the detection and estimation of 

major the damage types possible in an adhesive joint (cohesive damages, micro voids, debonds, 

and weak bonds). The solution of the inverse problem is obtained from an optimization 
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algorithm.  A number of researches which utilize the optimization algorithm-based techniques 

have been reported in literature. However, in this work, the optimization algorithm is utilized 

along with the Wavelet Spectral Finite Element (WSFE) models [35], for the first time. The 

WSFE models are significantly faster than the conventional FE models, and therefore, a 

significant reduction of the computational time is achieved. The solution of an inverse problem is 

obtained through an iterative process, and in each iteration, the wave propagation along the 

adhesive joint is calculated. Consequently, the computational time reduction gained from WSFE 

model in each iteration, accrues. Therefore, a significant reduction of the solution time is 

achieved.  In the proposed inverse problem technique, we reduce the global optimization 

problem into a local optimization problem, and hence a computationally inexpensive local 

optimization algorithm is used. Additionally, most of the reported researches performed the 

optimization in spectral domain. These procedures require the record of the wave motion at 

multiple data points (128 points or more). On the other hand, the proposed inverse problem 

technique requires a single data point for the inspection of entire width of the adhesive layer. As 

a result, a significant reduction of data acquire/measuring time is saved.  This results a 

significant reduction of the inspection time (aggregation of measurement time and computation 

time). The use of this technique in industry as a quality assurance (during the manufacturing 

stage) and inspection tool (during the operational life) is also presented.  

4.3 Examination of the stress components in a single lap joint 

The stress components along a Single Lap Joint (SLJ) is examined using a generic FE 

model.  The adherends and the adhesive layer are modeled with the fully integrated 8-node 

hexahedral elements, and five (5) through-thickness elements are used.  The interface between 

the adherend and adhesive is established by sharing the contacting nodes, and a perfect-bond 
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condition is assumed.  An axial tension load is applied to SLJ.  The loading configuration and the 

boundary conditions are shown in Figure 4.1 (a).  Due to the load path eccentricity, the applied 

axial forces create a bending moment, a large transverse deflection is produced.  The resulting 

deformed SLJ is shown in Figure 4.1(b).  Goland and Reissner’s analysis first reported this 

geometric non-linearly [50]. Cooper et. al. [50] compared Goland and Reissner’s theory with the 

FE and experiment results, and a very good correlation is demonstrated.  

 

 

 

 

Figure 4.1 (a) the boundary conditions are loading configuration, (b) the deformed SLJ 

model, (c) the stress ( 𝜎𝑥𝑥) distribution near the free edge 

Figure 4.2(a) shows the transverse normal stress ( 𝜎𝑥𝑥 ) variation along the adhesive joint 

obtained from the FE model.  𝜎𝑥𝑥 is responsible for the transverse peeling of the adhesive from 

adherend, and the free ends of the adhesive joint have the highest peel stresses. The interfacial 

shear stress (𝜏𝑥𝑦) is shown in Figure 4.2 (b). 𝜏𝑥𝑦 is responsible for the interfacial shear failure.  

The free ends of the adhesive layer satisfy the traction free boundary conditions. Therefore, the 

shear stress at the end of the adhesive layer vanishes. However, shear stress reaches the highest 

value at the vicinity of free ends.  

(a) (b) 
(c) 
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Figure 4.2 (a) Normalized bond peel stress variation, (b) Normalized shear stress variation 

4.4 Correlation between the cohesive defects and the stress levels  

The cohesive defects relate to the mechanical properties of the adhesive layer and 

resulted from an erroneous manufacturing process [9] or environmental degradation [51]. The 

stress levels of an adhesive layer are generally governed by the forces applied on the SLJ. 

However, due the load path eccentricity, the elastic modulus and the thickness of the adhesive 

layer also influence the stress levels.  The axially loaded FE analysis is performed again by 

varying the adhesive layer elastic modulus. The peel,  shear stress, and axial stress variations 

corresponding to the adhesive elastic modulus changes, are shown in Figure 4.3 (a) , Figure 4.3 

(b), and Figure 4.4 (a) respectively. Note that all the stress component are normalized using the 

corresponding maximum absolute stress values. Ed is the design adhesive elastic modulus.  

(a) (b) 
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Figure 4.3 (a) normalized peel stress variation with the elastic modulus, (b) normalized shear 

stress variation with the elastic modulus   

As shown in figures all the stress components rise as the adhesive elastic modulus 

increases. As shown in Figure 4.4(b), the reduction of bond line thickness also increases the 

stress components. However, the stress increases due to the thickness changes are not significant 

compared to that corresponds to the elastic modulus variation. 

  

Figure 4.4 (a) Normalized axial variation with the elastic modulus, (b) Normalized bond peel 

stress variation with the bond line thickness 

(a) (b) 

(a) (b) 
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A number of failure criteria have been proposed for SLJs. These criteria are divided in to 

two categories: critical stress based failures [52], and Linear Elastic Fracture Mechanics (LEFM) 

based failures [53] [54]. In critical stress-based failure criteria, a bond between adhesive and the 

adherand fails once the stress components reach their critical values. In LEFM based criteria, an 

initial debond between the adhesive layer and adherend is assumed. Once the parameters in the 

vicinity of initial debond satisfy the LEFM based criteria, the initial debond is expected to grow 

and break the joint. Energy based debond criteria include peel strain energy density, shear strain 

energy density, and strain energy density [53].  Further, normal force at the tip of the debond 

(mode I fracture), and shear force at the tip of the debond (mode II fracture) are also used. 

Depending on the particular adhesive and adherend, the structural failure predominantly 

governed by one or a combination of failure criteria. The reader is encouraged to select the 

appropriate failure criteria depend on the constituent materials.   

As shown above, 20% increase of adhesive elastic modulus raises the maximum stresses 

by about 9%. Therefore, for SLJs of which the failure is governed by the critical stress failure 

criteria, the load bearing capacity is reduced by about 9%.  Hence, factor of safety is reduced by 

9%. On the other hand, reduction of adhesive elastic modulus decreases the maximum stresses. 

However, the lower elastic modulus (compared to the design value) indicates adhesive 

degradation or a process issue such as under curing [55] [56]. Several researches have shown that 

reduction of adhesive elastic modulus indicates the reduction of bond strength, hence premature 

structural failures [55] [57].   

In order to study the influence of the cohesive damages (variation of elastic modulus) on 

the LEFM based facture criteria parameters, an FE analysis is conducted. The FE model 

parameters are identical to the FE model described above. However, an initial debond is created 
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at the adhesive-adherend interface. The initial debond is located at the free surface of the 

adhesive layer, where the stress values are at the highest. The initial debond length is 5mm. 

Further, a fine mesh is used for an accurate variation of the parameters in the vicinity of the 

debond tip. The resulting deformed configuration is shown in Figure 4.5 (a) and (b).  The FE 

analysis is repeated by varying the adhesive elastic modulus.  

 

 
 

Figure 4.5 (a) Deformed SLJ configuration, (b) debond opening 

The resulting peel strain energy density, shear strain energy density, and the total strain 

energy density variation are shown in Figure 4.6 (a) and (b). Similarly, the variations of debond 

tip forces are given in Figure 4.7. Note that the debond tip opening forces are given in the value 

corresponding to 0.245mm. All the energy densities do not show a notable variation with respect 

to the adhesive elastic modulus variation. For the adhesive materials of which the failures are 

profoundly governed by the energy-based criteria, the failure is not influenced by cohesive 

damages. On the other hand, 20% of elastic modulus variation changed the debond tip driving 

forces by over 10%. Therefore, the failure loads of the SLJs that determined with the debond 

driving forces (which are analogue to peel and shear stresses), decreased by cohesive damage.  

(a) (b) 
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Figure 4.6 (a) peel strain energy density, (b) shear strain energy density 

 

Figure 4.7 Debond tip forces 

4.5 Lamb wave propagation along an SLJ 

The Lamb wave propagation along an SLJ consists of aluminum adherands, is 

experimentally investigated. The SLJ configuration and the experimental set up are shown in 

Figure 4.8 and Figure 4.9, respectively. A piezoelectric actuator is utilized for the wave 

excitation. The excitation signal is generated by Agilent 33220A function/arbitrary waveform 

generator (5Vpp). A 3.5 cycle tone burst is selected due to its short cycle time. A laser Doppler 

vibrometer records the resulting wave motion. The high frequency environmental interferences 

(b) (a) 
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are filtered with a low-pass signal filter. The aluminum adherends are 1.27mm (0.05 in) thick. 

Hysol EA 9309.3NA epoxy paste adhesive is used and the cured thickness is 0.1 mm. 

 

 

 

Figure 4.8 (a) SLJ configuration, (b) adhesive later and adrerands 
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Figure 4.9 Experimental set up 

Figure 4.10 shows a generic waveform captured in between the actuator and interface I 

(Figure 4.8). The wave signal consists of three main wave packets. The first wave packet 

corresponds to the forward moving wave. The second wave packet corresponds to the reflection 

from the interface I. The third wave packet is the reflection from the interface II. In addition to 

the reflections at the interfaces, the forward moving wave packets are mode-converted due to the 

asymmetry of the interfaces. The mode converted wave packets are clearly visible on the signals 

recorded on the adhesive joint (or past the adhesive joint). Figure 4.11 shows the waveform 

captured once the forward moving wave passed the adhesive joint. Since this waveform is 

captured after the adhesive joint, the wave shape and the amplitude are determined by adhesive 
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properties. Therefore, in this work we use the wave motion, which is captured at interface II, for 

the estimation of adhesive properties.  

 

Figure 4.10 A general wave motion between the actuator and interface I 

 

Figure 4.11 Wave motion captured at plate #2 
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The Lamb wave propagating along the SLJ is analyzed in spectral domain using an FE 

model. The FE model (Figure 4.8 b) is identical to the experimental setup. The FE analysis is 

performed by varying the elastic modulus and the adhesive thickness. 

4.5.2 Effect of the adhesive elastic modulus  

First, the dispersion curve of the Lamb wave on the SLJ is compared with that of the the 

Lamb waves on the bare adherend (aluminum plate). The time history of in-plane and out-of-

plane velocities are recorded for at 128 equidistance points. Then the captured data are 

transformed into the spectral domain using 2D FFT. Figure 4.12 (a) shows the 2D FFT of the 

recorded time-space history data. The continuous red line shows the theoretical dispersion curve 

of A0 and S0 of the aluminum plate, and the dash red lines show the trend lines of the A0 and S0 

wave modes on the SLJ.  It is clear that within the given rage on the frequency and wavenumber, 

only A0 wave mode is clearly visible on the plot and the other wave modes are barely visible. For 

the given frequency range (0-500kHz) the velocity of the S0 wave mode is significantly higher 

than that of the A0 mode and therefore at this range, S0 mode has a larger wavelength and a 

smaller wavenumber. Additionally, the amplitude of the transverse velocity of the symmetric 

modes are considerably lower than that of the antisymmetric waves and as result, the symmetric 

modes are not clearly visible in generated dispersion curves.   

In order to determine the effects of the elastic modulus of the adhesive layer on the 

dispersion characteristics of the Lamb waves, the elastic modulus of the adhesive layer isvaried 

by several percentages and the wave propagation is simulated. Figure 4.12(b) shows the 

dispersion curve obtained for several SLJs with different elastic moduli. It is clear that, for a 

given frequency, the velocity of the A0 mode increases as elastic modulus of the adhesive layer 

increases, and these results align with ref [41]. Within this excitation frequency range, the A0 
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amplitude is dominating and therefore, the amplitudes of other the wave modes are not clearly 

shown. Amplitudes of the A0 and S0 wave modes are known to increase because of the influence 

of the adhesive layer [46], and therefore, for the purpose of increasing the relative amplitude of 

the higher order wave modes with respect to the A1 mode, the elastic modulus of the adhesive 

layer is brought down until the other wave modes become visible. The resulting lap joint 

configuration is set as the baseline. Reduction of adhesive elastic modulus decreased the cut off 

frequency of the higher order modes and raised the relative amplitude of the higher order modes. 

 

Figure 4.12 (a) Comparison of dispersion curve of the lap joint to that of an adherend (b) 

variation of dispersion curve of A0 wave mode as adhesive elastic modulus varies 

Once the base line is established, the adhesive elastic modulus is varied and the wave 

propagation simulations on the corresponding SLJs are repeated. The resulting dispersion curves 

obtained for different adhesive elastic moduli are plotted on the same graph for the purpose of 

comparison. As shown in Figure 4.13, once the adhesive layer elastic modulus become lower 

compared to the adherend (aluminum plate) elastic modulus, the influence of the adhesive layer 

on A0 become insignificant and the dispersion curve of the A0 mode tends to be independent of 

the adhesive elastic modulus. On the other hand, the amplitude of A1 wave mode becomes 
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comparable with that of the A0 and the dispersion curve of A1 mode is observed to be 

significantly varying as the elastic modulus of the adhesive layer changes. Figure 4.13 presents 

the dispersion curves generated for SLJ with different adhesive elastic moduli. In Figure 4.13, 

the red dash line represents the trend line of the A0 modes and the continuous red lines show the 

trend lines of A1 wave modes generated under different adhesive elastic moduli.  

 

Figure 4.13 Dispersion curves generated under different adhesive elastic modulus. Legend: (1) 

elastic modulus is 20% of the baseline elastic modulus, (2) elastic modulus is 50% 

of the baseline elastic modulus, (3) elastic modulus is 100% of the baseline elastic 

modulus, (4) elastic modulus is 150% of the baseline elastic modulus, (5) elastic 

modulus is 200% of the baseline elastic modulus 

 The cut off frequency which is considered as the intersection point of the dispersion 

curve and frequency axis, is one of the obvious measurements that can readily be quantified from 

the dispersion curves. At frequencies below the cutoff frequency the mode is no longer 

propagating and thus presence or absence of the mode near cutoff frequency may indicate certain 
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level of stiffness of the adhesive layer. As shown in Figure 4.13, the cut off frequency of the A1 

significantly varies as value of the adhesive elastic modulus change. The maximum error of the 

cut off frequency estimation is approximately about 10 kHz which is corresponding to 5% of 

maximum error for the inverse problem of estimating the adhesive elastic modulus from the cut 

off frequency. Figure 4.14 shows the cut of frequency variation of A1 wave mode with respect to 

the adhesive elastic modulus. 

 

Figure 4.14 Cut of frequency variation of A1 wave mode with respect to the value of the 

adhesive elastic modulus of the lap joint 

As mentioned above, the change of the adhesive layer elastic modulus can be correlated 

to a number of adhesive layer defects. Most of the adhesive materials require to be undergone 

some type of a curing process and depending on the adhesive type, the adhesive layer may be 

cured in elevated temperature or in room temperature. The curing process hardens the adhesive 

layer and consequently raise the elastic modulus. If the curing process is not completed 

successfully, the adhesive layer may become soft and less stiff. Since the cut off frequency of the 

A1 wave mode on the lap joint is directly related to the elastic modulus of the adhesive layer, the 

cut off frequency can be used as a measurement to determine the level of cure of the adhesive 

layer. Micro porosity is another factor which degrades the effective stiffness of the adhesive 



www.manaraa.com

 

97 

layer. Thus, the reduction of elastic modulus directly indicates the presence of the defects on the 

adhesive layer, which can also be determined from the cut off frequency of the A1 wave mode. 

4.5.3 Effects of adhesive layer thickness  

The thickness of the adhesive layer is varied, and the cut off frequencies of A0 and A1 

wave mode are examined. According to the results, the cut of frequency of A0 wave mode is 

independent from the adhesive thickness and the cut off frequency of the A1 wave mode is 

observed to be less sensitive to the thickness variation of the adhesive layer as shown in Figure 

4.15. 

 

Figure 4.15 (a) Dispersion curves of the baseline model (b) dispersion curve generated for the 

model of which the adhesive thickness is 200% of the baseline case 

Figure 4.16 (a) shows the cut off frequency variation of A1 mode with respect to the 

adhesive thickness. According to Figure 4.16 (a), the cut off frequency of the A1 wave mode 

decreases as the thickness increases and the relative sensitivity is considerably low.  The 

frequency estimation error is approximately 10 kHz which corresponding to 10% of adhesive 

thickness estimation error for the inverse problem in which the adhesive thickness is calculated 

from cut off frequency. Figure 4.16 (b) shows the cut off frequency variation of A2 mode with 
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respect to the adhesive thickness, and according to the figure, A2 mode exhibits a significant 

sensitivity to the adhesive layer thickness. Since the amplitude of the A2 mode is very weak near 

its cut off frequency level, the exact cut off frequencies are difficult to be determined and 

therefore the projected value obtained from the trend line is plotted.  

The strength of a bonded joint strongly correlate with the adhesive layer thickness, and 

both failure stress and the elongation at the failure decrease as the bond thickness increases, for 

all type of loading configurations [58]. Therefore, maintaining the design bond thickness during 

the manufacturing process as well as during the operation of the structure is crucial. Once the cut 

off frequency of the baseline case (lap joint with designed adhesive thickness) is known, the 

bondline thickness can readily be estimated using the cut off frequency change.  

 

Figure 4.16 (a) cut of frequency variation of A1 wave mode with respect adhesive thickness (b) 

cut of frequency variation of A2 wave mode with respect adhesive thickness 

4.5.4 Effects of the adhesive density 

The cohesive density of the adhesive layer directly correlates to the micro porosity 

presence in the bond area and is able to significantly reduce the load carrying capacity of the 

joint. Density of the adhesive layer is varied by several percentages and the dispersion curves for 

(a) (b) 
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each density value is generated using 2D FFT. Both A0 and A1 waves are not (or negligible 

amount) sensitive to the adhesive density.  

4.6 The normal and the shear stiffness of the adhesive layer  

The normal (kt) and shear (ks) stiffness of the entire adhesive layer is a function of 

adhesive modulus, Poisson’s ratio, adhesive layer thickness and width (E, υ, t, and b) as seen in 

Eq. 4.1 and Eq.4.2. Hence it is clear from these two relationships that both the stiffness are 

functions of E/t ratio. Therefore, as long as E/t ratio is constant, the wave characteristics remain 

identical. However, if the mass of the adhesive layer is significant compared to that the 

adherends, the inertial effects of the adhesive layer influence the wave motion.  

𝑘𝑡 = 𝑏 (
𝐸

𝑡
) (4.1) 

𝑘𝑠 =
𝐺𝑏

𝑡
= 2𝑏(1 + 𝜐) (

𝐸

𝑡
) (4.2) 

4.7 Inverse problem approach  

The adhesive layer elastic modulus variation (cohesive defects), initial debonds, and 

micro voids considerably change the factor of safety of the SLJ. The adhesive elastic modulus 

may deviate from its design value due to erroneous processes and process parameters. Further, 

the elastic modulus may change due to the moisture absorption or other environmental effects. 

Later, we show that micro voids, debonds, and weak bonds contribute to the reduction of the 

effective stiffness of the SLJ. Conversely, aforementioned damages can also be quantified from 

the current elastic modulus of the adhesive layer. The properties of the adhesive layer, which is 

not measurable prior to the fabrication, is profoundly governed by the manufacturing 

process/parameters. Therefore, a quantitative estimation of adhesive layer properties of the 
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finished product is critically important for assurance of the product conformity against the design 

parameters. Additionally, the prolonged exposure to the high humidity and temperature, further 

changes the adhesive properties [27]. Thus, a continuous/periodic monitoring of the adhesive 

layer properties is also crucial for continued safe operation of adhesively bonded structures. In 

current work, we use an inverse problem approach based numerical technique for the estimation 

of the current elastic modulus. The damage severity is then calculated from the current elastic 

modulus. 0 presents the flow diagram of the proposed inverse problem. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.17 Flow diagram of the proposed inverse problem 

A Lamb wave is excited on the physical SLJ (possibly damaged), and the resulting wave 

response (current wave data) is captured. The Lamb waves that propagate past the overlapped 

region, is influenced by the adhesive properties and the thickness. Hence, the wave is recorded 

once it completely travels through the overlapped region. An analytical/ numerical model which 
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is identical to the physical SLJ, is utilized to generate the wave data for the comparison with 

current wave data. The generated wave data is then compared with the current wave data 

obtained from the physical SLJ. This process is repeated by varying the adhesive layer properties 

until a good agreement between the physically recorded wave data and model generated wave 

data, is obtained. However, an analytical solution for this complex wave propagation is very 

difficult to obtain [36]. On the other hand, conventional FE models accurately simulate the wave 

propagation along SLJs. However, the conventional FE models are computationally very 

expensive. Since the proposed technique require repeated simulation in each iteration, overall, 

the technique become significantly time consuming. As solution, the authors developed a 

Wavelet Spectral Finite Element (WSFE) SLJ model which is computationally very efficient 

compared to the conventional FE models. A brief description of the WSFE model is given in 

following section. 

4.8 Description and the validation of WSFE LSJ model  

The adherends are modeled as homogenous isotropic/anisotropic material and the 

adhesive layer is modeled with homogenous isotropic material.  The continuously distributed 

tension/compression and shear springs are used to model the adhesive layer.  The Hamilton’s 

principle is used to derive the governing wave equation in Partial Differential Equation (PDE) 

form, and PDEs are then reduced to Ordinary Deferential Equation (ODE) using Daubechies 

scaling function.  The resulting ODEs are solved exactly by applying a harmonic solution.  The 

wave motion generated from a conventional FE model is employed to validate the WSFE model 

[36]. A load (impulse) is applied in transverse direction, and the resulting transverse and 

longitudinal (axial) responses are shown in Figure 4.18. It is clear that, WSFE SLJ generated 



www.manaraa.com

 

102 

wave motion very closely resemble the FE generated wave motion. The complete validation of 

the WSFE LSJ model is given in ref [36].  

 

Figure 4.18 Comparison of WSFE generated wave motion with FE generated wave data 

4.9 Experimental validation  

4.10 Experimental setup  

The experimental setup, shown in Figure 4.9, comprises two adhesively bonded 

aluminum plates (520x480 mm) with a surface bonded disc type PTZ transduce. The plates are 

made from 6000 series aluminum and the thickness of each plate is 1.27mm (0.05 inch). The 

plate size is selected (using dispersion curves shown in Figure 4.19) to prevent the side 

reflections during the data acquisition period to avoid the complexities generated from side 

reflections. Hysol EA 9309.3NA epoxy paste adhesive is used to bond the plates together and 

standard pre-preparation, bonding, and curing procedures specified by manufacturer, are 

followed in the bonding process. The cured thickness of the adhesive layer is measured to be 0.1 

mm. A disc type PTZ made from SM412 is permanently bonded on one plate Figure 4.9. The 

transducer has the dimensions of 12mm diameter and 0.5mm thickness. The excitation signal is 
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generated by Agilent 33220A function/arbitrary waveform generator (5Vpp) and consequently 

amplified by A.A Lab Systems’ A303 high voltage amplifier and modulator (up to 100Vpp).  A 

LDV (Polytec OFV – 5000 with OFV – 500 laser head) is used to acquire the wave motion. The 

sampling frequency for the LDV data acquisition is set to 2560 kHz, and a low-pass frequency 

filter (200 kHz) is employed to reduce the noise level. For each sensing location, the signals are 

recorded fifty times and then averaged.  

 

Figure 4.19 Dispersion curve for aluminum plate (a) group velocity (b) phase velocity 

4.11 Bonded lap joint configuration and excitation 

A 3.5 cycle 80 kHz tone burst is selected as the excitation waveform due to its short time-

length with respect to the wave speed over the excitation frequency range. This facilitates to 

locate separate wave packets (away from each other on time axis). Highest practical excitation 

frequency range of piezoelectric transducer is also selected by structural mode-tuning, [59, 32] in 

order to further shorten the cycle time. The experimental and the WSEF wave propagation data 

are normalized before the comparison, and the experimental wave propagation data is slightly 

(~1µs) moved along the time axis on order to obtain a batter agreement  
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4.12 Correlation of experimental data with WSFE result  

Generally, the signal profile (voltage) which is used in the experimental wave excitation 

is also used as the input profile (excitation force) in numerical simulations.  The surface bonded 

piezoelectric transducers generate in-plane and out-of-plane excitation forces. These forces may 

have phase difference. A finite element (Abaqus) simulation is therefore performed to determine 

the excitation force profiles. A cantilevered aluminum plate with a bonded piezoelectric 

transducer is modeled (SM412 [34]). The plate size is kept sufficiently larger in order to delay 

the arrival of boundary reflections. The tone burst signal which is used in experiments (3.5 cycle, 

80 kHz) is given as the input for simulations (Abaqus standard dynamic solver).  The reaction 

forces generated between the piezoelectric transducer and the plate are recorded. Figure 4.20 

shows that the in-plane forces are in-phase with excitation voltage signal. Further, the out-of-

plane force is anti-phase with the excitation voltage signal. These force profiles are used as the 

input force for WSFE analysis.  

 

Figure 4.20 (a) FEA simulation results (b) force profile 
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4.13 Input excitation for WSFE simulations 

The use of appropriate input excitation in numerical (WSFE) simulations is crucial in 

experimental validation. Figure 4.21 shows experimental and WSFE results for two inputs, 

namely (a) the tone burst input force (b) the input force profiles determined from FEA. It is 

observed that there are significant differences in wave amplitude for input (a), whereas WSFE 

and experimental results are in very good agreement for input (b).  

 

     

Figure 4.21 Experimental and WSFE result (a) tone burst input force (b) FEA 

calculated force used as input for WSFE simulations measured 40 mm 

from piezoelectric transducer 

4.14 Comparison of experiment and WSFE results  

Figure 4.22 presents the comparison of experimental and WSFE wave propagation data 

on Plate #2, 50 mm from the actuator location. It is observed that the experimentally measured 

forward propagating wave packet shows a very good agreement with the WSFE model generated 

wave propagation data. The first reflected packets have the same frequency, but the experimental 

wave has a smaller amplitude compared to WSFE model generated wave data. This is caused by 

the wave attenuation due to the material damping of the aluminum plate, whereas the WSFE 

model does not account for the material damping. Larger variations between WSFE wave data 
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and the experimental wave data can be observed for the subsequent wave packets due to 

differences in the boundary conditions (in addition to the lack of damping in WSFE model).   

 

Figure 4.22 Figure 1: Response on Plate # 2, 50 mm from piezoelectric transducer at 

80 kHz 

 

Figure 4.22 shows the experimental wave data and WSFE model generated wave data for 

the sensing point located on the bonded region (20 mm from Interface II). The forward 

propagating wave (the largest) packet of the WSFE wave data shows a very good with 

experimental wave data. The mode converted wave packet shows a slight difference in phase and 

amplitude.  The noticeable difference between the WSFE and the experimental wave data in later 

wave packets is due to the lack of damping in the WSFE modeling, as the experimental waves 

attenuate significantly after passing through the lap joint. 
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Figure 4.23 Response on the bonded area, 20 mm from interface II at 80 kHz 

4.15 Objective function 

The object of the inverse problem approach is to modify the WSFE SLJ model so that it 

produces a wave response which is identical to that of the physical SLJ. Since this is an 

optimization/minimization problem, an optimization algorithm is used for the iterative process.  

Many researches have been reported in literature, which uses optimization algorithm along with 

conventional FE models to reach the inverse problem approach, and all of these methods 

compare wave data in spectral domain. Further, due to the global nature of the objective 

functions, a generic optimization algorithm (or similar global optimization algorithms) is used 

for this purpose. In present work, we use WSFE models along with local optimization algorithms 

to determine the inverse problem solution, for the first time.  As mentioned above, the WSFE 

model possess a significant computation efficiency compared to the conventional FE models.  

Since, the SLJ model is simulated in each iterative step, the computational advantage produced 

by WSFE models in each iteration, accrues. Therefore, a significant increase of the 

computational efficiency can be achieved (a quantitative analysis is given in a later section).  

Since we compare the wave data in time domain along with design constraints, the optimization 
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problem is treated as a local optimization problem. Therefore, we will use gradient based local 

optimization algorithms which is computationally very efficient compared to that of the global 

optimization algorithms.  

Initially, the objective function for the minimization problem is calculated as the absolute 

difference between two waveforms (Eq. 4.3). Both signals are recorded with the same sampling 

frequency. The objective function with respect to the adhesive layer elastic modulus variation is 

shown in Figure 4.24 (a).The term  𝑽𝑷𝑯𝒀 is the transverse velocity recorded from the physical 

structure, and  𝐕𝐖𝐒𝐅𝐄 is the numerically generated transverse velocity of the wave motion. 

𝒇(V𝑃𝐻𝑌, V𝑊𝑆𝐹𝐸) =  ∑|V𝑃𝐻𝑌𝑖
− V𝑊𝑆𝐹𝐸𝑖

|

𝒏

𝒊

    (4.3) 

Regardless of its simplicity, the objective function has a unique global minimum (at E/Ed 

=1). It is observed that the objective function has a number of local minima. Therefore, the 

gradient based local optimization algorithms may not be able to determine the global minimum 

value. Utilizing the number of random starting point may facilitate to reach the global minimum. 

However, having multiple optimization processes reduce the computational efficiency of this 

technique. On the other hand, the problem can be converted into a local minimization problem 

by introducing constraints. Hence, the range of the variation of E is limited by constraints. These 

constraints represent the estimation limitations of adhesive elastic modulus.   

According to Goland and Reissne’s model, the stress levels of adhesive layer are 

influenced by both adhesive elastic modulus and its thickness. Therefore, both the elastic 

modulus and the thickness are now considered, and the objective function surface, f (E,t) is 

generated by varying both variables. As seen in Figure 4.24 (b), a unique global minimum is not 

present in the objective surface.  As mentioned above, SLJ produces identical wave responses for 
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different elastic moduli and thicknesses, as long as E/t ratio remains a constant. Due to the 

absence of a global minimum, it is not possible to determine both elastic modulus and the 

thickness of the adhesive layer.  Therefore, this method can only be used to determine the elastic 

modulus. The thickness of adhesive joint can readily be measured using standard measuring 

equipment.  

  

Figure 4.24 (a) Initial objective function, (b) objective surface for multi variable problem 

4.16 Modified objective function  

As shown above (Figure 4.22 and Figure 4.23), slight discrepancies between the physical 

wave data and the WSFE model generated wave data can be observed. These discrepancies are 

mainly due to the group velocity differences and activation time delays of the test equipment. 

The environmental noises and stress relief features (e.g. fillet at the end of the bonded area) 

further distort the wave motion data. Therefore, a perfect agreement between the experimental 

data and WSFE data is practically not achievable. For this study, a conventional FE SLJ model is 

used to represent the physical SLJ. The adherends consist of AS4/3501–6 graphite-epoxy 

(a) (b) 
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composites. The design adherend thickness is 0.001 m, and the width is 0.02m. The layup 

sequence of the laminate is taken as [0]10. The adhesive layer consists of Hysol EA 9394 epoxy 

based structural adhesive with the design elastic modulus (Ed) and the Poison’s ratio equal to 

4.24 GPA and 0.45, respectively. A WSFE SLJ model is utilized to generate the numerical wave 

data for comparison with the physical SLJ wave data. The two signals are compared using the 

objective function given in Eq. 4.3.  The objective function variation against the adhesive elastic 

modulus is shown in Figure 4.25 (a). The objective function curve does not have a minimum at 

E/Ed=1. This error is mainly due to the slight discrepancies between the WSFE model and the 

physical structure (Figure 4.25(b)).   

  

Figure 4.25 (a) Objective function with physical data, (b) slight discrepancies between the 

WSFE generated data and physical SLJ data 

In order to circumvent this issue, a new objective function is formulated. The modified 

objective function, given in Eq. 4.5, is calculated using the correlation coefficient between two 

waveforms.  The correlation coefficient is widely utilized for the signal comparison. When the 

two signals are identical, the correlation coefficient equals to one. Otherwise, it has a value 

(b) (a) 
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smaller than one. Unlike simple absolute difference between the relevant data points of the two 

wave motions, the correlation coefficient consider the entire waveform into the consideration. 

The objective function variation (when E/Ed=1) is given in Figure 4.26. As shown in the figure, 

it has a minimum at E/Ed =1.05. Further, the optimization algorithm is performed (without 

generating the entire objective curve), and the optimized value was given as E/Ed = 1.05. 

Therefore, error of estimation equals to about 5%. The term σ represents the standard deviation 

of the data points recorded for the transverse velocity signals, and µ represents the mean of the 

data points. The term ρ stands for the correlation coefficient. 

𝜌(V𝑃𝐻𝑌, V𝑊𝑆𝐹𝐸) =
1

𝑁 − 1
∑ (

V𝑊𝑆𝐹𝐸𝑖
− µ𝑊𝑆𝐹𝐸

𝜎𝑊𝑆𝐹𝐸

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
)

𝑁

𝑖=1

(
V𝑃𝐻𝑌𝑖

− µ𝑃𝐻𝑌

𝜎𝑃𝐻𝑌
) (4.4) 

𝑓(V𝑃𝐻𝑌, V𝑊𝑆𝐹𝐸) =
1

𝜌(V𝑃𝐻𝑌, V𝑊𝑆𝐹𝐸)
− 1  (4.5) 

  

Figure 4.26 (a) Modified objective function, (b) modified objective function near the minimum 

point 

 

(a) (b) 
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Further, we evaluated the robustness of this objective function. All the stress components 

(peel, shear, and longitudinal) have their highest values at, or near the free ends of the bonded 

area. Therefore, fillets and chamfers are commonly used at the free edges for stress concentration 

reduction. The possible influences of the edge fillets/chamfers for the inverse problem solution is 

investigated. The physical SLJ is modified by adding chamfers to the free ends (Figure 4.27 (a)). 

The objective function is then constructed (E/Ed =1). The resulting objective function, which is 

shown in Figure 4.27 (b), has a global minimum at E/Ed =0.99. Similarly, the inverse problem 

solution is calculated using the optimization algorithm. The resulting value is E/Ed = 0.98, which 

is very close to the design value. Therefore, regardless of the presence of the stress relief 

features, the inverse problem is able to estimate the elastic modulus with a considerable 

accuracy.  

 

 

 

 

 

 

 

 

Figure 4.27 (a) The fillet at the free edge, (b) the objective function 

 

(a) (b) (b) 
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The experimental test data consists of noises from the environment, test equipment, and 

data recording. In order to test the robustness of this inverse problem approach (the objective 

function), an artificially generated random noise is added to the physical wave motion, and the 

inverse solution is obtained. The original physical wave data and the noise added wave data is 

shown in Figure 4.28 (a). The signal to noise ratio is kept in about 5%. Since the bandwidth of 

the random noise is virtually infinite, a band-pass filter cannot be used in this situation. However, 

the random noises can be attenuated by taking the average of number measurements. However, 

taking number of wave measurements increase the inspection time. The objective function (when 

E/Ed =1) is shown in Figure 4.28 (b). The inverse problem solution is calculated without 

generating the entire objective function, and the resulting solution is E/Ed=0.53. This is an 

inaccurate solution. Additionally, since the starting point of the optimization process is selected 

randomly, the solution changes every time when the optimization process is conducted.  

  

Figure 4.28 (a) Signals with added noise (b) the objective function with local fine fluctuations 

 

(a) (b) 
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This inaccurate value is obtained due to fine local minima in the objective function. In 

order to avoid fine local minima, the objective function calculation tolerance within the 

optimization algorithm is increased to 1x10-4 (from 1x10-6). The minimization process is 

repeated few times, and resulting optimized value is equal to E/Ed = 1.05. This is very close to 

the design value despite of the 5% of random noise in the signal.  

4.17 Case study: SLJ inspection using inverse problem approach  

In this section, we present the use of inverse problem approach for the detection and 

estimation of the major damage types possible in an adhesive joint. The damage types include 

the variation of the adhesive elastic modus (cohesive damages), micro voids, debonding, and 

weak bonding. Later we present the use of this method as a quality assurance tool during the 

manufacturing state, and as an inspection tool during the operational life. The inverse problem 

approach is tested for a physical SLJs consist of different type of damages. The SLJ under 

investigation has the dimension identical to the FE model described above section.  

4.17.1 Cohesive damages 

The cohesive damage accounts for the variation of the mechanical properties of the 

adhesive layer from its design values. The reduction of the adhesive elastic modulus indicates 

process issues which results a reduction of the bond strength [56] [51]. On the other hand, 

increase of the adhesive elastic modulus increases the stress levels and reduces the safety factor 

of the structure. The elastic modulus of the adhesive layer is varied in the physical model, and 

the corresponding inverse problem solution is calculated.  The solutions, solution time, and 

errors are given in Table 4.1. Additionally, the computational time and the estimated 

computational time for FE based inverse problem approach, are also given in Table 4.1. An 
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equivalent FE SLJ model (explicit) takes about 30 seconds to complete a one iteration. The 

estimated total time is calculated by multiply the conventional FE solution time with the number 

of iterations. Note that this estimated time for FE solution does not include the computation time 

taken for the calculation of the objective function values. As shown in the table, the elastic 

modus of the adhesive layer is calculated with a considerable accuracy for each damage scenario. 

Most importantly, all the inspection (solution) times are less than 20 seconds. 

Table 4.1 Inverse problem solution for different cohesive damages 

Physical 

adhesive 

Elastic 

Modulus 

(Gpa) 

Estimated 

Adhesive 

Elastic 

Modulus 

(Gpa) 

Error as a 

(% Ed) 

Number 

of 

iterations 

Inspection time 

using WSFE 

(s) 

Estimated 

inspection time 

using FE (s) 

1.06 

(E/Ed =25%) 
1.14 -2% 29 17.4 870 

1.69 1.82 -3% 27 16.2 810 

2.12 2.16 -1% 19 11.4 570 

4.24 

(E/Ed=100%) 
4.49 -6% 16 9.6 480 

6.36 6.23 3% 22 13.2 660 

8.47 

(E/Ed 

=200%) 

8.47 0% 26 15.6 780 

 

4.17.2 Micro voids 

Micro voids are formed due to the process issues and reduce the load bearing capacity of 

SLJ. Due to its scale and the distributed nature, the detection of micro voids is very difficult. 

Conventional ultrasonic inspection methods use the transmission or reflection characteristics due 

to the interaction with damage for detection.  However, the wavelength should be comparable to 

the damage size for accurate damage detection.  Therefore, it is not possible to identify accurate 
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reflections or meaningful attenuation during transmission from these micro damages. 

Interestingly, the effective elastic modulus of the adhesive decreases with the micro voids. The 

reduction of the effective elastic modulus (𝑬𝑬𝒇𝒄𝒕) is profoundly governed by the void volume 

percentage (𝒗𝒍). The size of the voids and inter-void interactions also influence the effective 

elastic modulus. However, the relationship between the (𝑬𝑬𝒇𝒄𝒕) and 𝒗𝒍 is not linear.  Therefore, a 

second order trend line (using data point for 𝒗𝒍 =0%, 𝒗𝒍 = 15% and 𝒗𝒍 =25%) is constructed to 

estimate the void volume ratio with a reasonable accuracy (Figure 4.30).  

Conversely, the void volume percentage can be back calculated from the value of the 

effective elastic modulus. The inverse problem approach is used to determine the effective elastic 

modulus of the adhesive layer, and the void volume percentage is calculated from the effective 

elastic modulus. An FE model is used to represent the physical structure (with micro voids). The 

adhesive layer of the SLJ is modeled with randomly place voids. A computer algorithm 

generated the random location of each void for a given void volume ratio. The adhesive layer is 

exclusively discretized with a fine mesh size, and the void size is controlled with the mesh size. 

The inverse problem solution is calculated for the SLJs which have 2.5%, 5%, 10%, 15%, 20%, 

and 55% of void volume percentages. The calculated void volume percentages and the actual 

percentages are given in Table 4.2. 

 

 

 

Figure 4.29 (a) 5% void volume percentage, (b) 15% void volume percentage 

 

(a) (b) 
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Figure 4.30 Effective elastic modulus variation with void volume percentage 

Table 4.2 Calculated void volume percentages from Inverse Problem Solutions 

Physical Void 

Volume percentage 

Estimated 

Effective Adhesive 

Modulus 

Estimated Void Volume 

percentage  

(Trend line) 

Error 

(Trend line) 

0 100 0.0 0% 

2.5 87.1 2.5 2% 

5 81.4 5.0 1% 

10 72.9 9.6 -3% 

15 63.9 15.0 0% 

20 51.3 22.0 11% 

25 44.1 25.0 0% 

 

In addition to the micro voids, the cohesive defects also reduce the elastic modulus. 

Therefore, it is not possible to distinguish micro void damages from cohesive damages using this 

inspection technique.  However, the technique is capable of detecting non-conforming SLJs 

which have micro voids.  
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4.17.3 Debonds 

Debond are the most severe damage type in the adhesive layer.  The Initial debonds 

should be detected during the manufacturing stage, and the debonds that exceed the critical 

debond length should be detected during the periodic inspection. The debonds may grow in 

length as the SLJ undergoes loadings. Once they reach its critical length, it may completely serve 

the adhesion between the adhesive and the adhered. Since the debond occur at the interface, it is 

difficult to identify the presence of debond using the traditional ultrasonic bulk waves (pulse 

echo or through transmission based) especially the ones such as kissing bonds. As mentioned 

above, the adhesive layer stiffness is calculated using Eq. 4.1 and Eq. 4.2. The presence of a 

debond reduces the net contact area between the adhesive and adherend, and therein reduces the 

adhesive layer stiffness.  Further, the unbond area creates a kissing bond that produces the 

harmonics of the excitation frequency. The presence of a debond can be identified from the 

reduced adhesive stiffness and is distinguishable from other damage types due to the harmonic 

frequencies. The SLJ adhesive layer is modeled with debond (shown in Figure 4.31).  The 

inverse problem approach is used to detect the presence of the damage and estimate the size of 

the debond. As shown in the Table 4.3, the presence of debonds as small as 5mm (5% of the total 

bonded length) results a considerable reduction of the effective stiffness. However, a clear 

relationship between the debond size and the effective stiffness cannot be determined. 

Especially, at larger debond sizes the load carrying capability or joint strength is likely to be 

deteriorating faster than stiffness reduction estimated by this technique. Yet the stiffness 

reduction offered by the present technique can serve as an indicator of otherwise difficult to 

detect defects such as kissing bonds.  
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Figure 4.31 Debond region   

Table 4.3 Estimated effective stiffness for debonds 

Debond size (mm) Estimated effective stiffness (%) 

5 92 

12.5 91 

25 89 

37.5 85 

Presence of complete debonds are distinguishable due to the generation of harmonic 

frequencies. In order to examine for the harmonic frequencies, the SLJ is excited with a narrow 

band signal and the wave response is captured. The captured signal was then transformed into 

frequency and time-frequency domain using Fourier and wavelet transformations, respectively. 

The resulted transformations are shown in Figure 4.32.  50 kHz excitation is used for the wave 

generation, and the first harmonic of the excitation frequency is clearly visible in the graphs. As 

a summary, the reduction of the stiffness indicates a presence of a damage (possibly a debond), 

and the harmonics facilitate to distinguish debonds from other type of damages.   
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Figure 4.32  (a) Harmonic generation in frequency domain, (b) harmonic generation in 

frequency-time domain 

4.17.4 Weak bonds 

The erroneous bonding surface preparations, contaminations, and process issues result 

weak or partially bonded regions. The weak/partially bonded regions are similar to the debond 

areas. However, the adherends and adhesive are not completely disconnected.  Similar to 

debonds, weak bonds reduce the effective adhesive stiffness.  However, a reduction of the 

effective adhesive stiffness occurs due to the reduced bonding stiffness between the adherend 

and adhesive (similar to Gauthier’s model [45]). The weak bonds are detected form the inverse 

problem approach, and the resulting stiffness values are given in Table 4.4. These values are very 

similar to the values obtained for debonds, and accurate relationship between the debond size 

and effective stiffness cannot be established.  In the FE model which represent the physical SLJ, 

the connecting stiffness between the adherend and adhesive is assigned a low stiffness, for the 

simulation of the weak bonding.  Unlike complete debonds, the weak bonds do not generate 

harmonics of the excitation frequency (Figure 4.33). 

(a) 
(b) 

Excitation frequency  

Harmonic frequency  Harmonic  frequency  

Excitation frequency  
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Table 4.4 Estimated effective stiffness for weak bond 

Weak bond area size 

(mm) 
Estimated effective stiffness 

5 92 

12.5 90 

25 91 

37.5 90 

 

 

Figure 4.33 Time frequency diagram of the wave response 

4.17.5 Applications in quality assurance 

Quality assurance is part of the quality management of a product which provides the 

confidence that quality requirements are fulfilled. The quality requirements of a SLJ may 

include, the bond strength, bond stiffness (elastic modulus), bond layer thickness, and the finish. 

The bond layer thickness may be measured by the standard measuring equipment and gauges, 

and the adhesive joint finish is evaluated through the visual inspection. Importantly, the 

properties of the adhesive layer are not measurable prior to the fabrication and is governed by the 
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manufacturing process/parameters. Additionally, the estimation of the bond stiffness and strength 

of the finished SLJ may require expensive mechanical testing. Specially, the destructive testing 

of coupons required for the bond strength measurements which is a key driver of manufacturing 

costs by requiring additional samples for testing. Since the adhesive properties are profoundly 

determined by manufacturing process, the bond strength can significantly vary from unit to unit. 

Katnam et al. [60] showed that the nature of the adhesive preparation techniques (mixing) 

significantly changes the bond strength for the same SLJ design. The dispenser mixing results 

about 50% of the improvement of the bond strength compared to that of the hand-mixed 

adhesive.  Additionally, curing temperature, and the environment conditions during the adhesive 

curing also reduces the bond strength and bond stiffness. Moussa et al. [56] showed that the 

variations of the curing temperate considerably changes bond strength and the bond stiffness. 

Additionally, it has been shown that an approximately linear relationship exists between the bond 

strength and bond stiffness [56].   

The inverse problem approach can be used to determine the stiffness of the adhesive layer 

during the quality assurance testing.  Since the stiffness and strength has a linear relationship, the 

bond strength can be indirectly calculated from the adhesive stiffness. For instance, if the 

adhesive stiffness is reduced by 10%, then the bond strength is expected to be reduced by 10%.  

Therefore, this inverse problem approach can be used to detect and estimate the defects caused 

by erroneous process. The estimated damage severities (reduction of elastic modulus, void 

percentage, debond) can be used for the decision making.  

This technique is readily be used in automated inspection systems in production lines. 

Figure 4.34 illustrates the equipment configuration for an automated inspection system. The 

wave is generated using a non–contact means for higher scanning speed. These non-contact wave 
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generation methods include; air-coupled ultrasonic transducer, laser ablation, and Electro 

Magnetic Acoustic Transducer (EMAT).  For the wave measurements, laser Doppler vibrometer, 

air-coupled ultrasonic transducers, and EMATs can be used. The traditional ultrasonic 

transducers require physical contact with the test specimen, and the couplant liquid are used for 

better energy transfer. Therefore, the traditional ultrasonic transducers hinder the inspection 

speed. The advantage of this technique over conventional automated ultrasonic inspection 

systems are given below;  

• Scan the entire width of the bonded region with single measuring point. 

Therefore, point-to-point scan on the bonded region is not required.  

• This method provides an estimation of the stiffness and the strength of the 

adhesive joint. Hence, this method facilitates value (numbers) based decision 

making in material review board.  

• The acceptance or the rejection of units (SLJ) can be automated based on the 

estimated stiffness and strength values.   

• Sensitive to wide range of damages.  

 

 

Figure 4.34 Automated adhesive bond inspection in quality assurance 
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Scanning direction 
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4.17.6 Application in inspection for continued operation 

SLJ exposure to humidity and temperature considerably reduce the bond stiffness and 

strength of SLJs. Nguyen at al. [51] showed that prolonged exposure to sea water and high level 

of humidity significantly reduce the elastic modulus and the bond strength. The elevated 

temperature further reduces the elastic modulus and bond strength caused by exposure to sea 

water.  According to the Nguyen at al. [51], 1000 hours of exposure to 90% humidly reduces 

adhesive stiffness and strength by about 8%. The adhesive strengths is plotted against the 

corresponding stiffness values (Figure 4.35, data taken from [51]). The adhesive strength and the 

stiffness have an approximately linear relationship. Therefore, during the periodic inspection, 

this inverse problem approach can be used to determine the stiffness of the adhesive layer, and 

hence the corresponding adhesive strength can be calculated. Particularly, this technique requires 

a single point measurement recorded at the exposed side of the SLJ, and therefore very suitable 

for inspection of in-service structures.  

 

Figure 4.35 Adhesive layer environmental degradation, the relation between the 

degraded elastic modulus with degraded strength [51] 
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4.18 Conclusion of the chapter 

In this study, we developed an inverse problem approach for the detection and estimation 

of major damage types possible in an adhesive joint. The damage types considered include 

cohesive damages, micro voids, debonds, and weak bonds. It was shown that the cohesive 

damages which relates to the mechanical properties of the adhesive layer, significantly reduce 

the factor of safety of the SLJ. Hence, the inverse problem was first developed to estimate the 

cohesive damages of the SLJ.  The solution of the inverse problem is obtained through an 

optimization algorithm.  In this work, the optimization algorithm is utilized along with the 

Wavelet Spectral Finite Element (WSFE) models, for the first time. The WSFE models are 

significantly faster than the conventional FE models, and therefore, a significant reduction of the 

computational time is achieved. Additionally, the proposed inverse problem technique requires a 

single data point for the inspection of the entire width of the bonded region. As a result, a 

significant reduction of data acquisition/ measurement time is achieved.  Further, we reduced the 

(initially) global optimization problem into a local optimization problem and hence further 

enhancing the computational time. This results in a significantly reduced inspection time 

(aggregation of measuring and computation times). A considerably accurate estimation was 

obtained for the cohesive damages. Further, it was shown that the effective stiffness of the 

adhesive layer is influenced with the presence of micro voids, debonds and weak bonds. 

Therefore, the inverse problem approach is then used for the estimation of effective stiffness of 

the adhesive layer. The void volume percentage, presence of debond, and presence of weak bond 

are determined from the effective elastic modulus. Based on above observations following 

conclusions are made;  
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• The inverse problem approach is considerably accurate for the estimation of cohesive 

damages, and significantly faster than the similar methods which utilized 

conventional finite element methods 

• The reduction of the elastic modulus of the adhesive layer (due to manufacturing 

process issues or environmental degradation) is linearly proportional to the bond 

strength. Therefore, the reduction of the bond strength is indirectly calculated from 

the elastic modulus estimated by this method.  

• Presence of the micro voids decreases the effective stiffness of the adhesive layer. 

The inverse problem approach can be used to estimate the effective stiffness, and 

hence the void volume percentage is calculated.  

• The effective stiffness of the adhesive layer significantly reduced with the presence of 

debonds and weak bonds. The reduction of the effective adhesive stiffness is captured 

using the inverse problem approach. However, the debond/weak bond size cannot be 

determined from this method 

• The proposed method can be used as a quality assurance tool during the 

manufacturing process, and as an inspection tool during the operational life. The 

advantages of this method offer number of advantages over conventional ultrasonic 

inspection methods.  

• This technique scans the entire width of the bonded region with single measuring 

point. Therefore, point-to-point scan on the bonded region is not required 

•  This method provides an estimation of the stiffness and the strength of the adhesive 

joint. Therefore, this method facilitates for value (numbers) based decision making in 

material review boards.  
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• The acceptance or the rejection of the unit (SLJ) can be automated based on the 

estimated stiffness and strength values calculated in this technique.   

• Sensitive to wide range of damages.  
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CHAPTER V 

INVERSE PROBLEM APPROACH USING ARTIFICIAL NEURAL NETWORKS  

5.1 Introduction 

The Artificial Neural Networks (ANN), which are inspired by the biological brain neural 

network, consist of a set of interconnected processing units called neurons. The ANN are being 

employed in number of fields including the natural speech recognition, computer vision, medical 

diagnosis, and classifications. The use of ANNs is increasingly popular in modeling the highly 

non-linear systems for which the conventional data fitting and the condition-based techniques are 

inadequate. The use of ANNs have also been reported in the field of Lamb wave-based structures 

health monitoring. Charles et al. [61] developed a shallow ANN for the estimation of the 

dimensions of a SLJ and a T-joint. A Lamb wave was excited in an adherend and the resulting 

wave motion was captured on the other adherend. The captured wave motion was then 

transformed into the frequency domain. The magnitudes of the frequency components were 

employed as ANN inputs for the classification of the bond line thickness. Here, the ANN 

classifies the joints into pre-defined categories based on the Lamb wave propagation across the 

joint. Most importantly, given the highly nonlinear nature of classification problem, a large 

number of training data is required.  Chenhui et al. [62] utilized an ANN for the estimation of 

damage location and the severity. Similar to ref [61], the captured wave motion was de-noised 

and transformed into frequency domain. The wave motion was captured at four distinct sensing 

locations, and the features of the transformed waveform which correlate with the damage 
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characteristic were extracted. The corresponding extracted features were then used to train the 

ANN. The damage location and the damage severity were estimated from the trained ANN. The 

transformation of the time-signal (wave motion) into the frequency domain is very common in 

Lamb wave-based ANN techniques. The transformed data reduces the influence of the 

environment noises and other type of waveform distortions. Additionally, the feature exactions 

(from the transformed data) reduces the number of inputs to ANN. For a given ANN, the 

accuracy of the ANN (how accurately the ANN can predict an output for a given inputs) reduces 

as the number of inputs increases.  On the other hand, the increased number of training data 

(samples) improves the accuracy of a given ANN. Therefore, a large number of training data is 

required for an ANN which has a large number of inputs. Additionally, the number of required 

training data also depend upon the non-linearity of the problem. Feng et al. [63] used Time of 

Flight (ToF) of Lamb waves as inputs for the training of an ANN. The Lamb wave motion was 

measured at three different locations, and the ToF, the time taken by the Lamb wave to reach to 

the sensing point from the actuator, was calculated for each sensing point. In ref. [63], unlike ref 

[61] and ref [62], the wave motion was not transformed into the frequency domain. However, a 

reduced number of inputs were achieved through the use of ToF as inputs.    

The solution of an inverse problem can be obtained through an optimization algorithm or 

through a trained ANN. In previous chapter, we employed optimization algorithms to reach the 

solutions of inverse problems. In this chapter, we utilize trained ANNs to obtain inverse problem 

solutions in order to estimate the cohesive damages of SLJs. The transverse velocity of the Lamb 

wave motion (time domain signal) along a SLJ is measured and given as the input for the ANN. 

The output of the ANN represents the current/ degraded elastic modulus of the adhesive layer.  

Generally, the accuracy of the ANN increases with its size. However, a large number of 
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examples (training data) is required for an adequate training of a large ANN. Most of the 

reported works in literature have restricted their work into a limited number of inputs and smaller 

size of ANNs. In the damage detection of a SLJ, the training data may consist of the Lamb wave 

motion captured on the SLJs which have different adhesive layer elastic moduli. Given enough 

examples, the trained ANN is capable of predicting the elastic modulus of an unknown SLJ, 

when the Lamb wave motion along that particular SLJ is given as the input. However, it is not 

viable to fabricate a large number of SLJs (samples) with different adhesive elastic modulus.  As 

a solution, the conventional FE models are used for the generation of Lamb wave motion through 

SLJs with different adhesive elastic moduli. This Lamb wave motion is then used as training data 

(in time domain or frequency domain). As mentioned in the previous chapter, the Lamb wave 

propagation simulation through SLJs is computationally expensive. Hence, generating a large set 

of training data (Lamb wave motion) consumes a considerable amount of time. As solution, in 

this work, we employ the WSFE SLJ model (described in previous chapter) for the generation 

the Lamb wave motion through SLJs with different adhesive elastic moduli, and a large number 

of training data is generated. Given the availability of a large set of training data, a relatively 

complex ANN is employed for accurate prediction of adhesive layer elastic modulus 

variations/cohesive damages.  

5.2 Description of the ANN architecture 

Figure 5.1 shows the general architecture of an ANN. However, depending on the 

function, the architecture of ANN can be significantly different to Figure 5.1. The neurons are 

grouped into several groups called layers. For example, this particular ANN has four layers 

(input, hidden layer 1, hidden layer 2, and output layer), and n inputs and one output.   
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Figure 5.1 Schematic diagram of a basic ANN 

 The output of a single neuron is given by Eq. (5.1). The term, 𝑌𝑖(𝑘) is ith input for the 

neuron,  𝑊𝑖(𝑘) is the weight for the ith input, 𝒃 is the bias, 𝒇 is the transfer function of neuron, 

and 𝑋(𝑘) is the output of the neuron.  

𝑋(𝑘) = 𝑓 (∑ 𝑊𝑖(𝑘)

𝑚

𝑖=1

𝑌𝑖(𝑘) + 𝑏) 
 

5.1 

The output of the entire ANN shown in Figure 5.1 is given by Eq. (5.2). The terms m, i, j 

and k are the number of neurons in input layer, output layer, hidden layer 1, and hidden layer 2, 

respectively. The term, 𝑌𝑝 represent the pth input.  In this particular ANN, i =1 (one output).  

𝑋𝑖 = 𝑓1 (∑ 𝑊𝑞−𝑖
1 (𝑘)

𝑘

𝑞=1

𝑓2 (∑ 𝑊𝑟−𝑞
2 (𝑘)

𝑗

𝑟=1

𝑓1 (∑ 𝑊𝑝−𝑟
1 (𝑘)

𝑚

𝑝=1

𝑌𝑝(𝑘) + 𝑏𝑟
1) + 𝑏𝑞

2) + 𝑏𝑖
3) 

 

5.2 

Generally, the accuracy of a given ANN increases with its size (given by number of 

neurons and layers). However, a large number of training data set is need for a large size ANN. 

In this work we have employed a relatively large ANN. The size of the ANN is selected in trial 

and error by considering the minimum error between the true output and the target output. The 

ANN used in this work has 300 inputs, 30 neuron hidden layer, 30 neuron hidden layer, and one 
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output layer. The Tan-Sigmoid transfer function (Eq. 5.3) is used for the hidden layers and a 

linear transfer function is used in output layer (5.4).  

𝑋(𝑘) =
2

1+𝑒−2𝑛 − 1 where, 𝑛 = ∑ 𝑊𝑖(𝑘)𝑚
𝑖=1 𝑌𝑖(𝑘) + 𝑏 5.3 

𝑋(𝑘) = ∑ 𝑊𝑖(𝑘)

𝑚

𝑖=1

𝑌𝑖(𝑘) + 𝑏 
 

5.4 

5.3 Input/out of ANN 

For this study, a WSFE SLJ model is used to generate the Lamb wave motion. In the SLJ 

model, the adherends consist of AS4/350-6 graphite-epoxy composites. The design adherend 

thickness is 0.001 m, and the width is 0.02m. The layup sequence of the laminate is taken as 

[0]10. The adhesive layer consists of Hysol EA 9394 epoxy based structural adhesive with the 

design elastic modulus (Ed) and the Poison’s ratio equal to 4.24 GPA and 0.45, respectively. An 

example wave motion is shown in Figure 5.2. The wave amplitude in each sampling point in the 

time signal is used as the input. For example, this particular wave signal consists of 500 sampling 

points. However, first two hundred sample points have a near zero amplitude. Therefore, the 

portion of the wave signal of which the amplitude is near zero, is excluded from the analysis.  

The output of ANN is selected as the current elastic modulus.  
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Figure 5.2 Lamb wave motion for different adhesive elastic moduli 

5.4 Training of the ANN 

A total of 1000 training data (transverse velocity of Lamb wave motions) is created using 

the WSFE SLJ model. The upper limit of targets of the training data is selected as E/Ed = 2 (E 

=8.47 Gpa), and the lower limit is selected as E/Ed=0.3 (E=1.27 Gpa). The advantage of using 

the WSFE SLJ model is its superior computation speed. For this particular situation, the WSFE 

SLJ model consumed only about 600 seconds to generate the aforementioned training data sets. 

However, if a conventional FE model was employed, an estimated time of 30,000 seconds is 

consumed. The training data (wave motion) is then used for the training of the ANN. The 

Bayesian regularization back propagation network training function is used in training. The 

Bayesian regularization back propagation updates the values of weights and bias according to the 

Levenberg-Marquardt optimization [64]. First, a limited number of training data is used to check 

the accuracy of the ANN.  In following example, only 50 training examples are used for training, 

7 training samples are used for validation of the results, and 7 samples are used for the testing of 

the ANN. The mean square error of the training is given in Figure 5.3.   

Selected 

potion of the 

wave signal 
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According to the Figure 5.3, the network adjusted the corresponding weights and bias 

values to fit to the data used for the training. However, the error for the data which is not used for 

the training (validation and testing) is comparatively high. This implicates that the trained ANN 

produces erroneous output for unknown Lamb wave motion given as the input. This 

phenomenon is called “overtraining”; the network is over-trained to only predict the output data 

used for training. This condition can be improved by increasing the number of training data.   

 

Figure 5.3 Performance of the ANN trained with fifty samples  

The entire set of the training data (1000 wave motion data) is used for the training of the 

ANN. The mean square error of the training and the histogram of error is shown in Figure 5.4 (a) 

and Figure 5.4 (b) respectively. As shown in the Figure 5.4, the errors are considerably small. 

Therefore, the network is considered to be more generalized. When the network is given an 

unknown Lamb wave motion which is not used for the training purpose, the network should be 

able predict the elastic modulus with a reasonable accuracy.   
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Figure 5.4 The performance of trained ANN (a) mean square error (b) histogram of error 

5.5 Use of the trained ANN 

The trained ANN is used for the prediction of the elastic modulus of the defective SLJs. 

The WSFE SLJ model is used to generate the Lamb wave motion through SLJs with known 

adhesive elastic moduli. The resulting Lamb wave motion is then fed into the trained ANN, and 

the corresponding outputs/predictions are recorded. As mentioned above, the upper limit of 

targets of the training data is selected as E/Ed = 2 (E =8.47 Gpa), and the lower limit is selected 

as E/Ed=0.3 (E=1.27 Gpa). The Lamb waves are generated for the SLJs which have adhesive 

elastic moduli values that fall inside and outside of the range of the target values used in training. 

Table 5.1 presents the predictions, the true values and the error of estimation. 

 

 

 

 

(a) (b) 
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Table 5.1 The results of the trained ANN 

WSFE model adhesive Elastic 

Modulus (Gpa) 

Estimated Adhesive Elastic 

Modulus (Gpa) 
Error (%) 

10.59 13.30 26% 

9.32 10.00 7% 

8.47 (E/Ed =2) 8.47 0% 

7.63 7.63 0% 

6.36 6.36 0% 

5.08 5.08 0% 

4.24 4.24 0% 

3.39 3.39 0% 

2.12 2.12 0% 

1.27 (E/Ed =0.3) 1.27 0% 

1.06 3.47 228% 

0.85 4.60 443% 

 

According to Table 5.1, for the elastic moduli which lie within the range of the target 

values used in training, the error of the estimation is negligible. However, the prediction is 

significantly erroneous when the elastic moduli is outside of the range of the target values used 

in training. Therefore, this trained network cannot be used to predict the degradation of elastic 

modules of which the values lie outside of the range of target values used for training.  The back 

calculation of the adhesive elastic modulus by only considering the Lamb wave propagation is 

relatively complex, and a highly non-linear problem. However, having a large number of training 

data facilitate to generate an ANN with a significant accuracy. The main advantage of use of the 

trained ANN over the optimization algorithms is that the ANN estimate the adhesive elastic 

modulus instantaneously while the optimization algorithms consume a notable amount of time 

for the estimation.  

The trained ANN is then used for the estimation of the adhesive elastic modulus of a 

physical SLJ. Similar to the previous chapter, a conventional FE SLJ model is used to represent 
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the physical SLJ. In the physical model, the adherends consist of AS4/3501–6 graphite-epoxy 

composites. The design adherend thickness is 0.001 m, and the width is 0.02m. The layup 

sequence of the laminate is taken as [0]10. The adhesive layer consists of Hysol EA 9394 epoxy 

based structural adhesive with the design elastic modulus (Ed) and the Poison’s ratio equal to 

4.24 GPA and 0.45, respectively. The Lamb wave motion recorded in the physical SLJ is used as 

the input for the trained ANN in order to estimate the corresponding elastic modules in the 

physical SLJ. The obtained estimations are given in Table 5.2.  

Table 5.2 The results of the trained ANN for physical SLJ 

Physical adhesive Elastic 

Modulus (Gpa) 

Estimated Adhesive 

Elastic Modulus (Gpa) 
Error (%) 

6.35 8.38 32% 

4.23 11.86 180% 

2.11 3.59 70% 

1.69 3.50 107% 

 

As shown in Table 5.1, use of large number of training data increase the accuracy of 

ANN. However, the disadvantage of using the large number of training data is that the ANN 

losses the generality and become very sensitive slight distortion of the wave motions. As shown 

in chapter IV, the slight deviation exists between the WSFE model generated wave motion and 

the physical Lamb wave motion due to the differences in wave velocities, environment noises, 

measuring delays, and approximations made in WSFE formulation. When, an ANN which is 

trained with WSFE model generated wave motion, is employed for the prediction of the elastic 

modulus of a physical SLJ, the obtained ANN output (the inverse solution) is significantly 
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different to the actual value of the elastic modulus of the physical SLJ. This is very clearly 

demonstrated form the data presented in Table 5.2. Therefore, due to slight deviation between 

the WSFE model generated wave motions and the wave motion recorded in the physical SLJ, the 

ANN is not able to predict the SLJ adhesive elastic modulus accurately. In order to circumvent 

this issue, the ANN configuration is modified as a classification problem.  

5.6 Classification of the SLJ  

The inverse problem approach is modified into a classification problem.  Instead of 

estimating the current adhesive elastic modulus through the inverse problem solution, the ANN 

now classifies given SLJs into pre-defined categories depending upon the values of their 

adhesive layer elastic modulus. In quality assurance or in-service inspection, the inspector should 

ultimately make the decision to accept, reject, or rework the SLJ. Therefore, the classification of 

SLJs holds a great practical value over the direct estimation of the adhesive elastic modulus. The 

simplest SLJ classification categories are “acceptable” and “unacceptable”. For the purpose of 

demonstrating the capability of WSFE model trained ANN, in this work the SLJs are classified 

into six categories. Note that the category labels are not specific, the operator may change the 

labels according to the working experience with a particular SLJ configuration. The modified 

architecture of ANN is shown in Figure 5.5. The modified ANN consists of 300 inputs, four 

hidden layers (each with 30 nodes), and 6 outputs. The number of layers and number of nodes 

per-layer are increased until a no further improvement of the accuracy is obtained. The 

classification criteria are given in Table 5.3. Each target value (Xi) holds one or zero.  For 

example, if the actual elastic modulus of a given SLJ is within [0.9, 1.1] range, the output X3 is 

set to one and all other outputs sis zero. Note that, in training data, very different wave motions 

(Yi) may have the same output (Xi).  
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Figure 5.5 The ANN architecture for the classification problem 

Table 5.3 Classification criteria 

Output E/Ed Range (Gpa) Labels 

X1 E/Ed > 1.5 A 

X2 1.5 ≥ E/Ed  > 1.1 B 

X3 1.1 ≥ E/Ed  > 0.9 C (acceptable) 

X4 0.9 ≥ E/Ed  >0.7 D 

X5 0.7 ≥ E/Ed  > 0.5 E 

X6 0.5 ≥ E/Ed F 

 

Generally, the classification problems are considerably non-linear compared to the 

regression problems. In order to handle the high non-linearity, the size of the ANN is increased. 

Further, the size of the training data is increased to two thousand (2000) samples. The WSFE 

SLJ model is used to generate the training data (the transverse velocity of Lamb wave motion) 

for SLJs with randomly selected adhesive elastic moduli. The range of the target values is kept 
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within E/Ed =0.3 to E/Ed=2. The ANN is trained with the training data, and the performance of 

the trained ANN is given in Figure 5.6. 

  

Figure 5.6 The performance of trained classification ANN (a) mean square error (b) 

histogram of error 

As shown in Figure 5.6, even though a large number of training data is used, the error of 

estimation is significantly higher than that of the regression problem. This is due to the higher 

non-linearity of the classification problem. 

5.7 Use of the trained classification ANN 

The trained ANN is used for the estimation of the adhesive elastic moduli of physical 

SLJs. Even though, the target values (Xi) hold one or zero, the predictions (output) of ANN is 

calculated as a real number (<1.00). The calculated numbers are rounded to obtain the 

corresponding category. The results of the classification of physical SLJs using the trained ANN 

is given in Table 5.4.  
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Table 5.4 Classification problem results 

Physical adhesive Elastic 

Modulus (GPa) 
The Predictions [X] Category  

1.5 [0,1,0,0,0,0] B 

1 [0,0,1,0,0,0] C (Acceptable) 

0.5 [0,0,0,0,1,0] E 

0.4 [0,0,0,0,0,1] F 

0.25 [0,0,0,0,0,1] F 

2 [0,1,0,0,0,0] B 

 

As shown in Table 5.4, the trained ANN successfully classified the given SLJs into the 

relevant categories by considering the Lamb wave motion. However, the classification for E/Ed 

=2 is erroneous. This is the upper limit of the training data, and therefore insufficient training 

data around E/Ed =2 may cause this issue.  

5.8 Conclusion of the chapter 

In this chapter, the artificial neural networks were used to estimate the cohesive damages 

/adhesive elastic modulus variation of SLJs. The ANNs were utilized to obtain the solutions for 

two distinct problem types; regression and classification. In regression, the ANNs were trained 

with the WSFE SLJ model generated Lamb wave motion. The transverse velocity of the Lamb 

wave motions generated for SLJs with randomly selected adhesive elastic moduli were given as 

the input for the ANN. The corresponding adhesive layer elastic moduli were given as the target 

value for ANN training. The Bayesian regularization back propagation network training function 
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was employed in the network training. The trained ANN successfully estimated the elastic 

modulus of the SLJs when the WSFE SLJ model generated wave motion data was given as the 

input. However, due to the slight variation between the WSFE SLJ model generated wave 

motion and the physical SLJ wave motion, the trained ANN produced inaccurate estimations for 

the physical (degraded/damaged) SLJs. The ANN was then modified as a classification problem. 

Instead of estimating the true value of the adhesive elastic modulus through the inverse problem 

solution, the modified ANN classifies the given SLJs into the pre-defined categories depending 

upon the value of the adhesive elastic modulus. In quality assurance or in-service inspection, the 

inspector should ultimately make the decision to accept, reject, or rework the SLJ. Hence, the 

classification of SLJs holds a great practical value over the direct estimation of the adhesive 

elastic modulus. In this work, the SLJs were categorized into six categories. The transverse 

velocity of the WSFE SLJ model generated Lamb wave motion was given as the input for the 

ANN and the corresponding category of the SLJs is given as the targets. Each target value (Xi) 

holds one or zero. Once trained, the ANN successfully classified the given SLJs into categories. 

Based on the current study, following conclusions are made:  

1. Use of WSFE models significantly reduces the computation time required for the 

generation of large set of training data. 

2. The accuracy of the ANN increases with the number of the training data. Thus, the use of 

WSFE model for the generation of a large set of training data is particularly important. 

3. In contrast, the use of large set of training data reduces generality of the ANN and make 

the ANN very sensitive slight distortion of the Wave motion 

4. Slight deviation exists between the WSFE model generated wave motion and the physical 

Lamb wave motion due to the differences in wave velocities, environment noises, 
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measuring delays, and approximation in WSFE formulation. Due to these deviations, 

when prediction the elastic modulus of a physical SLJ, the ANN which is trained with 

WSFE model generated wave motion produces inaccurate results.   

5. The classification ANN successfully classifies a given physical SLJs into pre-defined 

categories by considering the Lamb wave motion along the physical SLJ.  

6. The proposed ANN based classification technique can successfully be used in industry 

(especially in automated setup) for the quality assurance and in-service inspection of 

SLJs. 

7. The major advantage of use of the trained ANN over the optimization algorithms is that 

the ANN classifies a given SLJ instantaneously while the optimization algorithms 

consume a notable amount of time for the estimation. 
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